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Monitoring and Control Processes in the Strategic Regulation 
of Memory Accuracy 

Asher Koriat and Morris Goldsmith 
University of Haifa 

When people are allowed freedom to volunteer or withhold information, they can enhance the accu- 
racy of their memory reports substantially relative to forced-report performance. A theoretical 
framework addressing the strategic regulation of memory reporting is put forward that delineates 
the mediating role of metamemorial monitoring and control processes. Although the enhancement 
of memory accuracy is generally accompanied by a reduction in memory quantity, experimental 
and simulation results indicate that both of these effects depend critically on (a) accuracy incentive 
and (b) monitoring effectiveness. The results are discussed with regard to the contribution of meta- 
memory processes to memory performance, and a general methodology is proposed that incorpo- 
rates these processes into the assessment of memory-accuracy and memory-quantity performance. 

"Write down as many words as you can remember from the 
list that was presented to you earlier." These are the free-recall 
instructions that a participant typically receives in a list-learn- 
ing experiment. These instructions explicitly define a clear goal 
for the participant: to retrieve the largest possible number of 
studied items. Other requirements, however, are often left un- 
specified, and participants' responses may be guided by implicit 
assumptions about these requirements. For example, partici- 
pants will generally terminate their memory search at some 
point when they judge that the set of accessible words has been 
depleted or that more effort would be futile (Barnes, Nelson, 
Dunlosky, Mazzoni, & Narens, 1995; Costermans, Lories, & 
Ansay, 1992; Gruneberg, Monks, & Sykes, 1977; Nelson et al., 
1990; Nelson & Narens, 1990). Participants also generally as- 
sume that they are not to repeat a word that has already been 
reported and therefore tend to monitor each retrieved word for 
its previous occurrence in the output list before they report it 
(Gardiner & Klee, 1976; Gardiner, Passmore, Herriot, & Klee, 
1977; Koriat, Ben-Zur, & Sheffer, 1988; Murdock, 1974). Of 
more direct relevance to our present concerns, even when there 
are no explicit instructions about guessing, participants may be 
guided by the assumption that they are expected not only to 
reproduce a large proportion of the studied words but also to be 
accurate. Indeed, when participants are specifically instructed 
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to be less "inhibited," additional items may be reported, but 
the majority of these are commission errors (e.g., Bousfleld & 
Rosner, 1970; Erdelyi, Finks, & Feigin-Pfau, 1989; Roediger & 
Payne, 1985). Thus, even in a simple free-recall testing situa- 
tion, memory performance probably reflects a variety of meta- 
memorial monitoring and control processes that help partici- 
pants achieve both explicit and implicit performance goals. 

The strategic control of memory reporting undoubtedly plays 
an even greater role outside the laboratory. In the many real-life 
situations in which people recount past events, numerous types 
of decisions are routinely made about what material to report 
and in what amount of detail (e.g., Fisher, Geiselman, & Ray- 
mond, 1987; Flanagan, 1981; Hilgard & Loftus, 1979; Neisser, 
1981, 1988; Neisser & Fivush, 1994; Nigro & Neisser, 1983 ). 

In this article, we focus on one way in which people regulate 
their memory reporting in the service of memory accuracy-- 
by deciding which items of information to volunteer and which 
to withhold. Although, as just mentioned, this type of regula- 
tion probably occurs in many laboratory situations, it certainly 
plays a prominent role in many real-life memory situations as 
well. Consider, for example, a person on the witness stand who 
has sworn to "tell the truth, the whole truth, and nothing but 
the truth." Compared with the typical list-learning instructions 
illustrated earlier, the instructions to the witness set a more am- 
bitious goal: to provide a memory report that is both complete 
and entirely accurate. In striving to meet that goal, the witness 
presumably must weigh the risks ensuing from commission and 
omission errors before deciding either to answer a given ques- 
tion or else to respond "I don't remember." l 

In addressing the mechanisms underlying the strategic regu- 
lation of memory accuracy, we put forward a theoretical frame- 
work that delineates the mediating role of monitoring and con- 
trol processes. The framework is used to investigate the manner 

Another prominent means of regulation in such situations, which 
will not be addressed here, is control over the "grain size" or level of 
generality of the reported answer (see Fisher, 1996; Koriat & Gold- 
smith, 1996a, 1996c; Neisser, 1988; Yaniv & Foster, 1995, in press). 
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in which these processes affect both the accuracy and the quan- 
tity of reported information. This investigation is motivated by 
our previous work, which suggests that subject-controlled regu- 
latory processes may play a crucial role in enabling accurate 
memory reporting in real-life memory situations. We begin, 
then, by summarizing that work, which provides the basis for 
the present theoretical development. 

Review o f  Previous Work 

When considering the contribution of subject-controlled pro- 
cesses to memory performance, it is critical to distinguish be- 
tween two different properties of memory--quantity and accu- 
racy (Klatzky & Erdelyi, 1985; Stern, 1904). As we have pre- 
viously shown (Koriat & Goldsmith, 1994, 1996b, 1996c), 
these two properties, as well as subject control, have received 
rather different emphases in current research practices: 
Whereas traditional memory research has evaluated memory 
primarily in terms of the quantity of items recovered under 
tightly (experimenter-) controlled conditions (Banaji & 
Crowder, 1989; Schacter, 1989), the new wave of naturalistic, 
"everyday memory" research (Foss, 1991) has exhibited a 
greater concern for the accuracy or faithfulness of  memory, cou- 
pled with a tendency to allow participants greater control over 
their memory reporting (Hilgard & Loftus, 1979; Neisser, 
1988). Our recent work (Koriat & Goldsmith, 1994, 1996b, 
1996c) indicates that some of  the apparent inconsistencies that 
emerge when comparing findings across naturalistic and labo- 
ratory contexts may be due to the different roles played by sub- 
ject control in accuracy-based and quantity-based memory as- 
sessment. To lay the ground for the present article, we shall 
briefly outline several points that have emerged from that work: 

1. The quantity-oriented and accuracy-oriented approaches to 
memory reflect two fundamentally different ways of  thinking 
about memory. 

We have argued that the focus on memory quantity versus 
memory accuracy actually reflects a distinction between two 
alternative memory metaphors, the storehouse and the corre- 
spondence metaphors, respectively (Koriat & Goldsmith, 
1996c). Each of these has unique implications for the study 
and assessment of memory. What is important in the present 
context is that the correspondence metaphor entails the evalua- 
tion of memory in terms of its faithfulness in representing past 
events, rather than merely in terms of the number of items re- 
maining in store (Bartlett, 1932; Ross, in press; Schacter, 1989, 
1995; Winograd, 1994). The emergence of this metaphor can 
be seen in the growing body of  work on eyewitness testimony, 
autobiographical memory, metamemory, memory distortions, 
false memories, and other memory phenomena in which the 
reliability or unreliability of memory is of primary concern 
(e.g., Brewer, 1996; Loftus, 1979, 1982; Neisser, 1981, 1988; 
Neisser & Fivush, 1994; Ross, in press; Schacter, Coyle, Fish- 
bach, Mesulam, & Sullivan, 1995; Winograd & Neisser, 1992). 
Indeed, inspection of such work shows the correspondence-ori- 
ented evaluation of memory accuracy to have its own unique 
logic, which departs from that underlying the traditional quan- 
tity-oriented approach to memory (Koriat & Goldsmith, 
1996c). 

2. Quantity-based memory measures are inherently input- 
bound, whereas accuracy-based measures are output-bound. 

There are cases in which accuracy-based memory measures 
can be qualitatively different from the traditional quantity- 
based measures (Koriat & Goldsmith, 1996b, 1996c). In the 
context of  the more standard, item-based approach to memory 
(Puff, 1982), however, memory quantity and accuracy mea- 
sures are distinguished in terms of the difference between input- 
bound and output-bound assessment (Koriat & Goldsmith, 
1994): Quantity measures, traditionally used to tap the amount 
of studied information that can be recovered, are input-bound, 
reflecting the likelihood that each input item is correctly re- 
membered (e.g., the percentage of  studied items recalled or 
recognized). Accuracy measures, in contrast, evaluate the de- 
pendability of memory-- the extent to which remembered in- 
formation can be trusted to be correct. Hence, these measures 
are output bound: They reflect the conditional probability that 
each reported item is correct. 

The output-bound assessment of memory accuracy is partic- 
ularly suited to situations such as eyewitness testimony, in 
which a high premium is placed on obtaining memory reports 
that can be relied on (see, e.g., Deffenbacher, 1991; Fisher, 
Geiselman, & Amador, 1989; Hilgard & Loftus, 1979; Loftus, 
1979; Poole & White, 199 l, 1993; Wells & Lindsay, 1985; Wells 
& Loftus, 1984). Thus, for instance, a witness might recall the 
names of  three out of five people present at some target event, 
achieving only 60% quantity. Yet, if those three people were in- 
deed present, then failing to include the other two names would 
not detract from the accuracy of  the information that was re- 
ported ( 100% accuracy). On the other hand, naming a fourth 
person who was not present would reduce the accuracy (but not 
the quantity) of the report (to 75% ). Essentially, then, whereas 
input-bound measures hold the rememberer responsible for 
what he or she fails to report, output-bound measures hold the 
rememberer accountable only for what he or she does report. 

3. Input-bound (quantity) and output-bound (accuracy) mea- 
sures are operationally distinguishable only under free-report 
conditions. 

Despite the different emphases of  input-bound and output- 
bound memory assessment, there are conditions in which the 
two types of measures are operationally equivalent: The critical 
factor is report option, that is, whether or not the rememberer is 
required to answer all items. When memory is tested through a 
forced-report procedure, memory quantity and accuracy mea- 
sures are necessarily equivalent, because the likelihood of re- 
membering each input item (quantity) is equal to the likelihood 
that each reported item is correct (accuracy). Under such con- 
ditions, the distinction between accuracy-based and quantity- 
based memory assessment is solely a matter of the experiment- 
er's intent (e.g., Loftus, Miller & Burns; 1978; see Koriat & 
Goldsmith, 1994, 1996c). 

Accuracy and quantity measures can differ substantially, 
however, under free-report conditions, in which rememberers 
are implicitly or explicitly given the option either to volunteer a 
piece of information or to abstain (e.g., respond "I don't 
know"; Neisser, 1988 ). Most everyday situations are of this sort. 
In the laboratory, the most typical example is the standard free- 
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recall task, in which reporting is essentially controlled by the 
participant. Under free-report conditions, people tend to pro- 
vide only information that they believe is likely to be correct, so 
that their performance is mediated by a decision process used 
to avoid incorrect answers (Klatzky & Erdelyi, 1985; Koriat & 
Goldsmith, 1994). Because the number of  volunteered answers 
is generally smaller than the number of  input items, the output- 
bound (accuracy) and input-bound (quantity) memory mea- 
sures can vary substantially. Thus, there is an intrinsic connec- 
tion between the experimental focus on output-bound accuracy, 
on the one hand, and the provision of subject control over mem- 
ory reporting, on the other (Fisher, 1996; Hilgard & Loftus, 
1979; Koriat & Goldsmith, 1994, 1996b, 1996c; Neisser, 
1988). 

4. Report option has a substantial effect on memory accuracy 
performance, which can complicate the interpretation of  empir- 
ical findings. 

Report option is important not only because it allows mem- 
ory accuracy to be operationally distinguished from memory 
quantity, but also because it, in itself, has a substantial effect on 
memory accuracy performance. This effect is generally con- 
cealed, however, because in the reality of memory research, re- 
port option tends to be confounded with other aspects of mem- 
ory testing. 

The contribution of  report option was revealed in several ex- 
periments that addressed a seemingly discrepant pattern of  re- 
sults between laboratory and naturalistic research contexts 
(Koriat & Goldsmith, 1994). We called this pattern the recall- 
recognition paradox." On the one hand, the established wisdom 
in eyewitness research holds that testing procedures involving 
recognition or directed questioning can have "contaminating" 
effects on memory (see, e.g., Brown, Deffenbacher, & Sturgill, 
1977; Gorenstein & Ellsworth, 1980; Hilgard & Loftus, 1979; 
Loftus, 1979, 1982; Loftus & Hoffman, 1989). Thus, the gen- 
eral recommendation is to elicit information initially in a free- 
narrative format before moving on to directed questioning, and 
even then, to place greater faith in the former (see Fisher et al., 
1987; Hilgard & Loftus, 1979). On the other hand, however, 
this body of evidence stands in seeming defiance of the well- 
established superiority of recognition over recall memory in 
traditional, list-learning laboratory experiments (e.g., Brown, 
1976; Shepard, 1967; but see Tulving & Thomson, 1973). In 
fact, this discrepancy could be taken to suggest a difference in 
the dynamics of memory between naturalistic and laboratory 
contexts (Neisser, 1988; see also Conway, 1991, 1993; Gruneb- 
erg & Morris, 1992). 

Another interpretation, however, is that because laboratory 
list-learning experiments have focused on memory quantity 
rather than accuracy, the paradox simply reflects an interaction 
between test format (recall-production vs. recognition- 
selection) and memory property." Recognition testing would be 
superior to recall testing in terms of memory quantity perfor- 
mance, but recall testing would yield better memory accuracy 
(see Hilgard & Loftus, 1979; Lipton, 1977; Neisser, 1988 ). This 
interpretation too, however, is complicated by the fact that test- 
ing procedures that differ in test format often differ in report 
option as well. For instance, in free-recall testing, people pro- 
duce their own answers (production format) and report only 

what they feel they actually remember (free report),  whereas in 
forced-choice recognition testing, people are not only confined 
to choosing between the alternatives presented by the interro- 
gator (selection format),  they are also required to answer each 
and every item ( forced report).  

To unravel the paradox and expose the effects of subject con- 
trol over memory reporting, we orthogonally manipulated 
memory property, test format, and report option (Koriat & 
Goldsmith, 1994). In addition to the standard methods of  free 
recall 2 and forced recognition, we also included the less com- 
mon procedures of forced recall (in which the participants were 
required to answer all items) and free recognition (in which the 
participants were allowed to skip over items). Both quantity 
and accuracy scores were derived for all four methods. 

In each of  three laboratory experiments, the "paradoxical" 
pattern was obtained: Forced recognition yielded better quan- 
tity performance but poorer accuracy performance than free 
recall. However, when test format and report option were disen- 
tangled, it became clear that the superiority of recognition 
quantity performance was indeed due to test format but that 
the superiority of  recall accuracy was entirely due to the option 
of free report: First, under free-report conditions, in which the 
recall and recognition participants had equal opportunity to 
screen their answers, the recognition and recall accuracy scores 
were virtually identical. Second, free-report accuracy perfor- 
mance was substantially better than forced-report performance 
for both the recall and the recognition test formats. Thus, even 
in a laboratory research context, and regardless of  the particu- 
lar format of  the test, report option emerges as a critical factor 
in the assessment of memory accuracy. 

5. Memory accuracy performance is under strategic control, 
whereas memory quantity performance is not. 

The results just summarized indicate that memory accuracy 
performance can be improved considerably by allowing people 
to control their own memory reporting. Across the three exper- 
iments, the accuracy advantage of  free over forced report ranged 
from 61% to 89% for recall and from 15% to 38% for recogni- 
tion (Koriat & Goldsmith, 1994). In addition, given the option 
of  free report, people can apparently adjust their memory accu- 
racy in accordance with the operative level of accuracy incen- 
tive: When our free-report participants were given a very high 
accuracy incentive (receiving a monetary bonus for each cor- 
rect answer but forfeiting all winnings if even a single incorrect 
answer was volunteered), they improved their accuracy perfor- 
mance substantially for both recall and recognition testing com- 
pared with performance under a more moderate incentive (in 
which the penalty for each incorrect answer equaled the bonus 
for each correct answer). In fact, fully one fourth of  the high- 
incentive participants succeeded in achieving 100% accuracy! 
The improved accuracy, however, was accompanied by a corre- 
sponding reduction in quantity performance (i.e., in the num- 
ber of correct answers provided or selected). 

2 We use the term free recall, in opposition tofigrced recall, to denote 
the option of free report. In traditional usage, however, the former term 
has been used in opposition to serial recall, indicating only that the par- 
ticipant is free to choose the order in which items are to be recalled. 
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These results regarding memory accuracy contrast sharply 
with the general observation from quantity-oriented research 
that people cannot improve their memory-quantity perfor- 
mance when given incentives to do so: First, offering recall and 
recognition participants monetary incentives to produce as 
many correct answers as possible does not increase their quan- 
tity performance relative to control participants who are not 
given any special incentive (e.g., Nilsson, 1987; Weiner, 1966a, 
1966b; but see Loftus & Wickens, 1970). Second, studies inves- 
tigating the effects of recall criterion (e.g., Bousfield & Rosner, 
1970; Britton, Meyer, Hodge, & Glynn, 1980; Cofer, 1967; Er- 
delyi, 1970; Erdelyi et al., 1989: Keppel & Mallory, 1969; Roe- 
diger & Payne, 1985; Roediger, Srinivas, & Waddil, 1989) gen- 
erally indicate that encouraging or forcing people to recall more 
items does not improve their memory-quantity performance 
relative to standard free-recall instructions (e.g., Roediger & 
Payne, 1985). In those experiments that did yield some im- 
provement (e.g., Bousfield & Rosner, 1970, Experiment 5; Er- 
delyi et al., 1989), "large manipulations of criteria produced 
only small gains in correct recall" (Roediger et al., 1989, 
p. 256). 

In sum, our work comparing the accuracy-oriented and 
quantity-oriented approaches to memory suggests that subject 
control over memory reporting may play very different roles in 
these two approaches: Whereas in quantity-oriented research, 
the effects of subject control can perhaps be disregarded on em- 
pirical grounds (Roediger et al., 1989), subject control must be 
taken seriously in accuracy-oriented research, because here the 
effects on both memory-accuracy and memory-quantity perfor- 
mance can be substantial. Thus, in view of the growing interest 
in the dependability of  people's freely reported remembrances, 
both in the courtroom and elsewhere, more attention needs to 
be paid to the potential contribution of subject control under 
free-report memory conditions. 

So far, our results suggest that when given a strong enough 
incentive for accuracy, people can, at least under some circum- 
stances, provide memory reports that are very accurate. How is 
such accuracy achieved? Does accurate reporting necessarily 
come at the expense of  the amount of information provided? 
Under what conditions can an eyewitness tell the whole truth 
but still report nothing but the truth? Might there be individual 
or group differences in the regulation of memory accuracy? 
These and other questions call for a more systematic effort to 
clarify the mechanisms by which people regulate their memory 
reporting. In the following section, we put forward a general 
theoretical framework for investigating these mechanisms and 
their effects on memory accuracy and quantity performance. 

A Mode l  o f  F r e e - R e p o r t  M o n i t o r i n g  and  Cont ro l  

The idea that self-directed decision processes may mediate 
memory performance is, of  course, not new. It was primarily 
signal-detection theory (Green & Swets, 1966; Swets, Tanner, & 
Birdsall, 1961 ) that inspired a consideration of  the role of such 
processes in memory responding. This framework has been 
used extensively to investigate the decision processes underlying 
forced-report, recognition memory (see, e.g., Banks, 1970; 
Bernbach, 1967; Kintsch, 1967; Lockhart & Murdock, 1970; 
Murdock, 1974, 1982; Norman & Wickelgren, 1969). Thus, 

for instance, in the standard "old-new" recognition paradigm, 
participants are assumed to set a response criterion on a con- 
tinuum of memory strength, in order to decide whether to re- 
spond "old" (studied) or "new" (foil) to any given test item. 
Depending on various further assumptions, two indices are typ- 
ically derived: a measure of retention, d', and a measure of cri- 
terion level, ~. 

The situation is very different, however, with regard to the 
decision process underlying free-report memory performance, 
that is, with the decision of  whether to report an answer or ab- 
stain. Unfortunately, under such conditions, the signal-detec- 
tion methodology cannot be properly applied (Lockhart  & 
Murdock, 1970). Thus, despite the fact that many memory 
models include a response criterion, the operation of  that crite- 
rion in free-report testing situations, when considered at all, has 
typically been treated as a nuisance factor that should be 
avoided or experimentally controlled (Klatzky & Erdelyi, 
1985) rather than directly investigated. Indeed, Nelson and 
Narens (1994) pointed out that memory researchers generally 

attempt to eliminate or reduce their subjects' variations in self- 
directed processing because ( l ) such processing on the part of the 
subject is typically construed mainly as a source of noise.. . ,  and 
(2) until recently, there have not been theoretical frameworks 
within which to systematically explore the subjects' self-directed 
processing. (p. 9) 

As will be discussed at length later (see General Discussion), 
from an accuracy-oriented perspective, a research strategy that 
takes control away from the rememberer is unsatisfactory. 
Thus, in our proposed framework, we extend the basic logic un- 
derlying signal-detection theory to free-report situations (cf. 
Klatzky & Erdelyi, 1985 ) but also augment it with concepts and 
methods borrowed from the study of metamemory. 

Metamemory research has generally focused on the capacity 
or ability aspects of metamemory, that is, what people "know" 
about their memory and the extent to which this knowledge is 
valid (see Koriat, 1993; Metcalfe & Shimamura, 1994; Nelson 
& Narens, 1990). Theoretical and empirical treatments of  the 
processing consequences of  these abilities have been less com- 
mon (but see Barnes et al., 1995; Gruneberg et al., 1977; Koriat 
et al., 1988; Mazzoni & Cornoldi, 1993; Mazzoni, Cornoldi, 
& Marchitell i, 1990; Metcalfe, 1993; Nelson, 1993; Nelson & 
Leonesio, 1988; Nelson & Narens, 1990; Reder, 1987, 1988; 
Reder & Ritter, 1992). Such treatments require a distinction 
between two separate but related functions, monitoring and 
control (Barnes et al., 1995; Koriat et al., 1988; Metcalfe, 1993; 
Nelson & Narens, 1990, 1994). In applying these concepts to 
free-report memory performance, we posit a monitoring mech- 
anism that is used to subjectively assess the correctness of po- 
tential memory responses and a control mechanism that deter- 
mines whether to volunteer the best available candidate answer 
(see also Barnes et al., 1995). The control decision is assumed 
to depend on the monitoring output as well as functional incen- 
tives and situational demands. 

In Figure l, these concepts are incorporated into a simple 
model indicating how monitoring and control processes can be 
used to regulate memory accuracy and quantity performance 
under free-report conditions. The model is deliberately sche- 
matic: It makes no claims whatsoever about the nature ofmem-  
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Figure 1. A schematic model of the strategic regulation of memory accuracy and memory quantity per- 
formance. Performance effects are signified by plus (increase), minus (decrease), and zero (no effect). 
LTM = long-term memory; ACC = accuracy; QTY = quantity; Pa = assessed probability; Pro = response 
criterion probability. 

ory retrieval processes, and in fact it may be applied equally 
well to both recall and recognition. No matter how candidate 
memory responses are arrived at, our purpose is to investigate 
the manner in which monitoring and control processes at the 
reporting stage affect the ultimate memory performance (cf. the 
distinction between ecphory and conversion in Tulving, 1983). 
Thus, we postulate that the combined product of the retrieval 
(or ecphory) and monitoring processes is a "best-candidate" 
answer, together with its associated assessed probability, Pa, of 
being correct. (When no plausible answer is accessible, the best 
candidate may be any "wild guess," with Pa = 0). The control 
mechanism then compares that assessed probability with a pre- 
set response criterion probability, Prc: The answer is volun- 
teered when PR > Pro, but withheld otherwise. The Pro threshold 
is set on the basis of implicit or explicit payoffs, the gains for 
providing correct answers relative to the costs of giving wrong 
answers. 

Although the assumptions embodied in this model may seem 
straightforward, the implications for memory performance are 
not. Within the proposed framework, the contributions of mon- 
itoring and control to free-report memory performance can be 
shown to depend on the following three factors: (a) monitoring 
effectiveness--the extent to which the assessed probabilities 
successfully differentiate correct from incorrect candidate an- 
swers; (b) control sensitivity--the extent to which the volun- 
teering or withholding of answers is in fact sensitive to the mon- 
itoring output; and (c) response criterion setting--the Prc level 

that is set in accordance with the incentive to be accurate 
(payoff schedule). 

Most previous treatments of the effects of recall criterion, 
borrowing from signal-detection theory, have focused on the 
third factor alone (see, e.g., Klatzky & Erdelyi, 1985). Thus, 
the widely acknowledged prediction is for a quantity-accuracy 
tradeoffi To the extent that the probability assessments are rea- 
sonably diagnostic of the correctness of the candidate answers 
and the answers are volunteered or withheld on the basis of 
those assessments, then raising the response criterion will result 
in fewer volunteered answers, a higher percentage of which are 
correct (increased accuracy) but a lower number of which are 
correct (decreased quantity). Because raising the response cri- 
terion is assumed to increase accuracy at the expense of quan- 
tity, the strategic control of memory performance should re- 
quire the rememberer to weigh the relative payoffs for accuracy 
and quantity in reaching an optimal criterion setting. 

It has been largely overlooked, however, that both the benefits 
and the costs of this strategic control, indeed, the very existence 
of the performance tradeoff, depend critically on the remem- 
berer's monitoring effectiveness. Unlike in the forced-report sit- 
uation addressed by the signal-detection methodology, in which 
monitoring effectiveness and memory "retention" are essen- 
tially synonymous (see later discussion), under free-report con- 
ditions, monitoring effectiveness is quite distinct from both the 
amount of retention and the criterion level used (Lockhart & 
Murdock, 1970; and see Experiment 2, later). To illustrate, 
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consider once again an eyewitness who is questioned about a 
remote event. If the witness' retention is very poor, she might 
provide very little correct information under directed question- 
ing (i.e., poor forced-report memory-quantity performance). 
Nevertheless, her monitoring of the correctness of her answers 
could still be perfect, in which case a free-report interrogation 
would allow her to volunteer only the few correct details that 
she trusts, thereby achieving perfect accuracy with no quantity 
tradeoff (see following simulations). On the other hand, her 
monitoring could be very poor as well, in which case using the 
option of free report to screen out answers would not enhance 
the accuracy of her testimony much or at all (see simulations 
and Experiment 2 later). 

We stress, then, that by taking into account the distinct con- 
tributions of memory retention, monitoring, and control, this 
working model can be shown to yield a rich set of predictions 
for the effects of each of these factors on both memory-accuracy 
and memory-quantity performance. In the following section, 
these predictions will be brought out in simulation analyses 
based on hypothetical data, following which the model's basic 
assumptions and predictions will be put to an empirical test. 

Simulation Analyses 

A series of simulation analyses will now explore the implica- 
tions of the model just outlined. In all of the simulations, we 
assume a situation in which a person is tested using a free-pro- 
duction procedure, and for each item a best-candidate answer 
is associated with one of 11 assessed probability levels (0 , .  10, 
. . . . .  90, 1.0). The first simulation examines the effects of 
changes in the response criterion (Pro) on free-report accuracy 
and quantity performance, assuming a fairly good level of mon- 
itoring effectiveness. A second set of simulations then demon- 
strates how these effects can vary substantially, depending on 
different qualities of the monitoring output. 

Effects of Report Option and Accuracy Incentive 

Method 

In this analysis, we explore the effects of report option and accuracy 
incentive on memory performance. For simplicity, we assume that the 
person's answers are uniformly distributed across the assessed proba- 
bility categories and that the monitoring output is perfectly calibrated 
(but see further analyses later). Perfect calibration means that for all 
answers assigned to a given probability category, the actual proportion 
of correct answers equals the mean assessed probability, in which case 
the proportions of correct answers plotted against the mean assessed 
probabilities all lie along the diagonal line (see Lichtenstein, Fischhoff, 
& Phillips, 1982). People's monitoring has generally been found to be 
fairly well calibrated, although a tendency for overconfidence has often 
been observed (see, e.g., Keren, 1988; Koriat, Lichtenstein, & Fisch- 
hoff, 1980; Lichtenstein et al., 1982). Note that under the conditions 
specified here, 50% of the person's candidate answers are, in fact, 
correct. 

Given this hypothetical data, we simulated the free-report perfor- 
mance that would ensue from the adoption of each of the 11 Pro values: 
For each value, we first applied the model to the monitoring output to 
determine which answers to volunteer and which to withhold, and then 
we calculated the memory accuracy (output-bound proportion correct) 
and quantity (input-bound proportion correct) measures accordingly. 

Results 

Figure 2 plots the simulated accuracy and quantity perfor- 
mance as a function ofP, c. For P,c = 0 ( forced report), accuracy 
and quantity performance are necessarily equivalent, and they 
simply reflect the amount of overall retention (50%). However, 
as the response criterion is raised under the option of free re- 
port, accuracy increases while quantity decreases (i.e., a quan- 
tity-accuracy tradeoff). Note that a quantity-accuracy tradeoff 
is indicated both in contrasting free- and forced-report perfor- 
mance (report option) and in comparing higher and lower free- 
report criterion settings (accuracy incentive). Indeed, because 
forced-report situations require that Pro = 0, both of these con- 
trasts may be viewed in terms of criterion level. 

In addition to the expected tradeoffpattern, however, the sim- 
ulated functions also reveal a further, more subtle result: Given 
the type of well-calibrated monitoring distribution assumed in 
this simulation, quantity performance decreases as a positively 
accelerated function ofPrc, whereas accuracy increases linearly. 
Thus, as the response criterion is raised, the rate of the tradeoff 
increases, and withholding answers to improve accuracy perfor- 
mance becomes relatively costly. This result, which holds across 
a wide range of distributional and performance assumptions 
(see next section), may explain an intriguing pattern of results 
observed in our previous study (Koriat & Goldsmith, 1994). In 
that study, there was no quantity cost for increased accuracy 
when comparing free-report and forced-report performance 
under a moderate incentive (an increase of 19 percentage points 
in accuracy achieved at an insignificant 3 percentage-point cost 
in quantity, across recall and recognition), but a substantial 
quantity cost was evidenced when comparing free-report per- 
formance between the high- and moderate-incentive conditions 
(an additional 15-point increase in accuracy achieved at a 13- 
point cost in quantity). Thus, in itself, the option of free report 
allowed a substantial increase in accuracy to be achieved at a 
negligible cost in quantity but under a stronger accuracy incen- 
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Figure 2. Simulated memory quantity and memory accuracy perfor- 
mance  (proportion correct) plotted as a function of Pro level. P,~ = re- 
sponse criterion probability. 
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tive, increasing accuracy even fur ther  became  dispropor t ion-  
ately more  costly. As we shall show in the Genera l  Discussion, 
this  pa t tern  also emerges when  compar ing  o ther  studies in 
which  the free-report  response cr i ter ion was man ipu la t ed  (e.g., 
the  recall-cri terion research men t ioned  earl ier) .  

The Role o f  Monitoring Effectiveness 

We now examine  how moni to r ing  effectiveness modera tes  the 
effects of  repor t  option and  accuracy incentive on m e m o r y  per- 
formance.  Clearly, the  screening o f  answers on the  basis of  sub- 
jective confidence will enhance  accuracy per fo rmance  only to 
the extent  tha t  the moni to r ing  m e c h a n i s m  can successfully dis- 
t inguish between correct  and  incorrec t  candidate  answers. This  
moni to r ing  ability is c o m m o n l y  referred to as discrimination 
accuracy or monitoring resolution. Although various specific 
measures  have been proposed (e.g., L i b e r m a n  & Tversky, 1993; 
Murphy,  1973; Nelson, 1984; Schraw, 1995; Yaniv, Yates, & 
Smith ,  1991; Yates, 1982, 1990),  for present  purposes,  resolu- 
t ion may be conceived as reflecting the corre la t ion  between the 
assessed probabi l i ty  assigned to an  answer and  whether  tha t  an- 
swer is correct.  Resolut ion is max imized  when  all correct  an- 
swers are assigned a high probabi l i ty  and  all incorrec t  answers 
are assigned a lower probabili ty.  3 

To i l lustrate the impor t ance  of  moni to r ing  resolution,  let us 
consider two condi t ions  in which  the ou tpu t  of  the moni to r ing  
m e c h a n i s m  will no t  be of  any use for the control  of  m e m o r y  
report ing.  The  first is when  there is little or no  var iance in the 
probabi l i ty  assessments for different candida te  answers, to the 
ext reme tha t  all answers are assigned the same subjective prob-  
ability. For example,  a person who feels incapable  of  differen- 
t iat ing correct  and  incorrec t  answers may therefore  assign all 
answers a probabi l i ty  o f .50 .  Al though cal ibra t ion may be per- 
fect ( i f  the overall p ropor t ion  correct  is indeed .50),  resolut ion 
is zero. Worse yet, the person 's  moni to r ing  may be miscali- 
b ra ted  as well, for instance,  if  the person is convinced  tha t  all o f  
his or her answers are correct.  

A second type of  deficiency occurs  when  a person does feel 
tha t  he or she can differentiate between different answers, bu t  
there is, in fact, no  re la t ionship  between the subjective and  ac- 
tual  probabi l i t ies  (see, e.g., Cohen,  1988).  As in the first case, 
resolut ion is completely lacking, bu t  an i m p o r t a n t  difference is 
that ,  unaware  of  the inadequacy of  his or her  moni tor ing,  the 
person may nevertheless control  m e m o r y  repor t ing  in accor- 
dance  with the inappropr ia te  probabi l i ty  assessments.  

These two types of  moni to r ing  deficiencies may be seen to 
represent  the worst ex t remes  of  two dis t inct  d imens ions  of  mon-  
i toring quality. The  first d imens ion ,  which  we shall t e rm  polar- 
ization, concerns  the d is t r ibu t ion  of  the probabi l i ty  assess- 
ments .  The  second concerns  the correspondence between the as- 
sessed probabi l i t ies  and  the actual  p ropor t ions  correct.  We now 
examine  how these two moni to r ing  d imens ions  can affect the 
potent ia l  j o in t  levels of  m e m o r y  accuracy and  quant i ty  
performance .  

Method 

As in the previous simulation, we assume a free-production proce- 
dure in which 50% of the person's best-candidate answers are correct. 4 

However, we now manipulate both the polarization and the correspon- 
dence of the probability assessments in order to explore the effects of 
differences in monitoring effectiveness for the ultimate memory 
performance. 

With regard to the polarization dimension, we distinguish three 
boundary conditions. At one extreme we have the unipolar situation 
just mentioned, in which the person uses only a single assessed proba- 
bility (in this case .50) for all answers. At the other extreme, there is a 
bipolar distribution, in which assessed probabilities are dichotomously 
confined to the values of 0 and 1.0. These two extremes of the polariza- 
tion continuum may be seen to conform to two asymptotic standard- 
form beta distributions (Johnson & Kotz, 1970, p. 37; and see 
Appendix ): The bipolar case is approached as the distributional shape 
parameters, p and q, both approach zero, and the unipolar case is ap- 
proached as p and q both approach infinity. Between these two extremes 
falls the rectangular distribution, in which the probability assessments 
are uniformly distributed across the domain of assessed probabilities (p 
= q = 1 ). Note that polarization only pertains to the distribution of the 
assessed probabilities, without regard to calibration. 

As for the correspondence dimension, here we refer to the slope of the 
calibration function for a given distribution of probability assessments. 
At one extreme, we have the deficiency discussed earlier, in which there 
is no correspondence between the assessed probabilities and the correct- 
ness of the answers, such that the proportion correct (for our hypothet- 
ical rememberer) is .50 for all categories. That is, the slope of the cali- 
bration function is zero. At the other extreme, we have the case of per- 
fect correspondence, in which the proportions correct are precisely 
equal to the assessed probability levels, and the calibration plot falls 
along the diagonal. Note, however, that except in the case of the com- 
pletely bipolar distribution defined earlier, perfect correspondence still 
yields less than perfect resolution (see Footnote 3 ). Intermediate values 
for this dimension are produced by rotating the calibration function 
between the slopes of 0 and 1 (see Appendix). We should emphasize 
that although both calibration and resolution covary along the corre- 
spondence continuum, it is the increased resolution that is critical for 
monitoring effectiveness. 

To explore the effects of different qualities of monitoring output, we 
first computed the Pro-performance functions that would ensue for our 
hypothetical rememberer, assuming different combinations of the po- 

3 For the unfamiliar reader, it is important to distinguish between cal- 
ibration and resolution as indexes of monitoring effectiveness (see, e.g., 
Liberman & Tversky, 1993; Lichtenstein et al., 1982; Yaniv et al., 1991 ; 
Yates, 1982, 1990). Calibration captures the absolute correspondence 
between subjective probabilities and the actual proportions correct. Per- 
fect calibration, however, does not entail perfect monitoring effective- 
ness at the level of the individual answers: Although a person may be 
well calibrated in that, for example, among all items assigned a proba- 
bility of .60, exactly .60 are correct, this in fact means that the subjective 
monitoring is not effective enough to differentiate the 60% correct re- 
sponses from the 40% incorrect responses included in this category. 
Thus, it is resolution (relative correspondence) that is critical for the 
effective operation of the control mechanism. At the extreme, when as- 
sessed probabilities are dichotomously confined to 1.0 (certainly 
correct) and 0 (certainly incorrect), perfect calibration entails maxi- 
mum resolution, resulting in perfect monitoring accuracy at the level of 
individual items. Here the correlation between assessed probability and 
the correctness of individual answers is 1.0, but note that the same cor- 
relation (and resolution ) would also be obtained even when the proba- 
bility values assigned to the two categories were, say, .40 and .41, in 
which case calibration would be very poor. 

4 The analyses to be reported here were also performed while system- 
atically varying the overall performance level. These variations did not 
change the basic pattern of results. 
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larization and correspondence boundary conditions just mentioned. We 
then manipulated both of these dimensions in a more graded manner. 

Resul ts  

Figure 3 plots the simulated effects of changes in the response 
criterion on memory  accuracy and quanti ty performance for 
different combinat ions of the polarization (d  = distr ibution) 
and correspondence (s = slope) conditions discussed earlier. 
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Figure 3. Simulated memory quantity and memory accuracy perfor- 
mance (proportion correct) plotted as a function of P~ level, for differ- 
ent qualities of monitoring output. Panel a plots the performance for 
three levels of monitoring polarization (unipolar: d = - 1, uniform: d = 
0, and bipolar: d = + 1 ) when monitoring correspondence is completely 
lacking (s = 0). Panel b plots the performance for the same three levels 
of polarization when correspondence is perfect (s = l ). The asterisk 
indicates that for d = -1 ,  accuracy is undefined when Prc > .50 (no 
answers are volunteered). Pro = response criterion probability. 

Consider first the top panel, (a) ,  which depicts the patterns of  
performance for different levels of polarization when there is no 
correspondence between assessed probability and proportion 
correct (s = 0). Here volunteered and withheld answers are 
equally likely to be correct, and therefore exercising the option 
of  free report does not  improve accuracy and is only detrimen- 
tal to quanti ty performance (for an experimental approxima- 
tion to this situation, see Experiment 2 later). Thus, in the case 
of  a uni form ~listribution ( d = 0),  raising the criterion level and 
withholding more answers steadily reduces quanti ty perfor- 
mance while leaving accuracy unchanged. When the distribu- 
tion of assessed probabilities is completely bipolarized (d  = 1 ), 
a fixed drop in quanti ty performance ensues from withholding 
the "certainly incorrect" group of  items. The unipolar  condi- 
tion (d  = - 1  ), in order to be miscalibrated, was defined as the 
assessment of all answers as "certainly correct" (Pa = 1.0). 
Thus, all answers are volunteered, and both accuracy and quan- 
tity remain fixed at .50. 

Panel b of Figure 3 depicts the expected performance when 
there is perfect correspondence between assessed probability 
and proportion correct (perfect calibration, s = 1 ). Compared 
with Panel a, this condition seems to better approximate the 
actual monitor ing abilities that people generally exhibit (see Ex- 
periment  1 later). Even here, however, we see that the corre- 
spondence is only meaningful when there is at least some vari- 
ability in the distribution of assessed probabilities. Thus, the 
performance function for the unipolar  condition (d  = - l  ) 
seems to fit better with Panel a: Either all of  the answers are 
withheld or all are volunteered, but  in neither case is accuracy 
increased beyond.  50. Note that memory  accuracy cannot  even 
be estimated when no answers are volunteered (indicated on 
the graph by an asterisk), a problem that does not  exist for mea- 
suring memory  quantity (cf. the "don ' t  know" state in Koriat 
& Lieblich, 1974, 1977). 

With a uniform distribution of  assessed probabilities (d  = 0) ,  
on the other hand, we have the same performance pattern that 
we examined in the earlier simulation (see Figure 2): Raising 
the response criterion increases accuracy while decreasing 
quanti ty (i.e., a quant i ty-accuracy tradeoff). Note that the drop 
in quanti ty performance is less steep than that associated with 
the corresponding function for d = 0 in Panel a. However, as 
Panel b clearly shows, there is yet a more optimal condition, 
which is achieved when the perfectly calibrated probability as- 
sessments are also completely polarized (d  = 1 ), entailing per- 
fect monitoring resolution. Here the option of free report allows 
volunteering only correct and withholding only incorrect an- 
swers, and 100% accuracy is achieved across the entire range 
of free-report criterion levels without any decrease in quanti ty 
performance (i.e., no tradeoff). 

As indicated earlier, both d and s can be manipulated in a 
cont inuous manner  between these boundary  conditions. It can 
then be shown that when calibration is held constant, monitor- 
ing effectiveness (resolution) steadily improves as d increases 
from - 1 to + 1. Similarly, holding polarization constant, moni-  
toring effectiveness (calibration and resolution) steadily im- 
proves as s increases from 0 to 1 (except for d -- l ,  where there 
is no resolution in any case). The performance consequences 
are depicted in Figure 4. The procedures used to manipulate  
the two dimensions are described more fully in the Appendix. 
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Figure 4. Simulated memory quantity and memory accuracy perfor- 
mance (proportion correct) plotted as a function ofP, c level for different 
qualities of monitoring output. Panel a plots the performance for four 
levels of monitoring correspondence (ranging from perfect correspon- 
dence, s = 1, to no correspondence, s = 0), with a uniform distribution 
of assessed probabilities (d = 0). Panel b plots the performance for six 
levels of monitoring polarization (ranging from unipolar, d = - l ,  to 
bipolar, d = + l ), when correspondence is perfect (s = l ). Pr~ = response 
criterion probability. 

Implications for Memory Performance 

The foregoing simulation analyses bring out several implica- 
tions regarding the effects of monitoring and control processes 
on memory performance. In general, report option should yield 
opposing effects on memory accuracy and memory quantity 
performance. The magnitudes of these effects, however, are ex- 
pected to depend on the setting of the free-report criterion in 
accordance with the operative accuracy incentive: Higher crite- 

rion settings should generally yield better accuracy perfor- 
mance, but the corresponding cost in quantity performance 
may tend to increase in relative terms as the response criterion 
is raised (see Figure 4). 

Furthermore, the effective regulation of memory accuracy 
should be heavily dependent on monitoring effectiveness. At 
least some degree of correspondence between subjective judg- 
ments and the correctness of the answers (resolution) is re- 
quired for using the option of free report in order to improve 
accuracy. In addition, as resolution increases, accuracy can be 
enhanced at lower costs in quantity. Thus, under conditions of 
free report, the joint levels of accuracy and quantity perfor- 
mance should depend on both monitoring resolution and the 
setting of the control criterion. 

Of course, it remains to be seen whether people really do con- 
trol their memory performance in accordance with their moni- 
toring output and whether actual memory performance is in 
fact sensitive to both monitoring effectiveness and the response 
criterion. Thus, in the following sections, we report two experi- 
ments that exploit the framework depicted in Figure l and put 
some of the basic predictions that emerged in the simulation 
analyses to an empirical test. Experiment 1 investigates the op- 
eration of monitoring and control processes in mediating mem- 
ory performance. Experiment 2 then examines how differences 
in monitoring effectiveness may have crucial consequences for 
the strategic regulation of memory accuracy. 

Exper iment  1 

Experiment 1 used a special procedure that combines both 
free and forced reporting. A general-knowledge test was admin- 
istered to participants in either a recall or a recognition format. 
The participants first took the test under forced-report instruc- 
tions (Phase 1 ) and provided confidence judgments regarding 
the correctness of each answer. Immediately afterward, they 
took the same test again under free-report instructions (Phase 
2 ), with either a moderate or a high accuracy incentive. 

This design enables us to trace the links postulated by the 
model (see Figure 1) between "retrieval" (or "ecphory"; see 
Tulving, 1983 ), monitoring, control, and memory performance 
(accuracy and quantity). First, we tap retrieval (recall or 
recognition) by treating the forced-report answers provided in 
Phase 1 as representing the participant's "best-candidate" re- 
sponse for each item. Second, we tap monitoring by treating the 
confidence ratings as representing the assessed probability (Pa) 
associated with each best-candidate answer. This allows moni- 
toring effectiveness to be evaluated. Third, we tap the control 
mechanism by examining which answers are volunteered or 
withheld on Phase 2. This allows us to determine the sensitivity 
of the control policy to the monitoring output and to derive an 
estimate of the response criterion (Pro) set by each participant. 
In addition, comparison of the estimated criterion levels for the 
two incentive conditions allows examination of the predicted 
effects of accuracy incentive on the participants' control policy. 
Finally, the design allows us to evaluate the contribution of 
monitoring and control processes to the ultimate free-report 
memory accuracy and memory quantity performance in both 
recall and recognition test formats. Test format was included 
because this factor has traditionally been confused with report 
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option and  because tes t - format  compar i sons  can be  used to il- 
lustrate  possible differences in the way tha t  mon i to r ing  and  con- 
trol  processes are used in the  strategic regulat ion o f  f ree-report  
m e m o r y  performance .  

Method 

Participants 

University of Haifa undergraduates (N = 71 ), 18 men and 53 women, 
participatedin the experiment for course credit and the chance to win 
up to New Israeli Shekel (NIS) 60 (approximately $30). They were 
randomly assigned to each of four Test Format × Incentive conditions, 
with 17 to 19 participants in each group. 

Stimulus Materials and Procedure 

Two versions of a 60-item general-knowledge test (in Hebrew) devel- 
oped by Koriat and Goldsmith ( 1994, Experiment l ) were used: a recall 
version and a 5-alternative multiple-choice recognition version. The 
questions for the two tests were identical, but in the recall version a 
blank line was provided next to each question for recording the re- 
sponse, whereas in the recognition version the correct answer plus four 
foils were listed for selection. (The foils were designed to be as plausible 
as possible.) The questions were formulated such that the correct answer 
was always a single word or a proper name (cf. Brown & McNeill, 1966; 
Nelson & Narens, 1990). Examples of the questions used are, What was 
the name of the first emperor of Rome? What is the chemical process 
responsible for the formation of glucose in the plant cell? 

The experiment included two phases: 
Phase 1. Participants took either a recall or a recognition version of 

the test under forced-report instructions: They were required to answer 
all the questions, even if they had to guess, and they were also required 
to assess the likelihood that their answer was correct, using a 0-100% 
scale for recall and a 20%- 100% scale for recognition. Participants were 
urged to use the entire range of estimates. No monetary incentive was 
offered for performance on this phase. 

Phase 2. After completing Phase l, participants were given the same 
test again but under free-report instructions: Here they were told that 
they could choose whether to answer any given question and that they 
would not be penalized (but neither would they receive any bonus) for 
omitted items. Accurate responding was induced by one of two payoff 
schedules (accuracy incentives): In the moderate-incentive condition, 
participants were paid NIS 1 (approximately 50¢) for each correct an- 
swer and penalized the same amount for each incorrect answer, for a 
random sample of 15 items. In the high-incentive condition, partici- 
pants were paid NIS l for each correct answer but penalized NIS l0 
for each incorrect answer, and payment was based on all volunteered 
answers. Participants were assured that although they might not break 
even, they would not have to pay any losses. 

t ion × Test Format  analysis o f  var iance  (ANOVA) for the accu- 
racy scores yielded significant effects for repor t  option, F ( 1 , 3 2 )  
= 206.82, p < .0001; test format ,  F (  1, 32)  = 13.06, p < .001; 
and  the interact ion,  F (  l, 32)  = 6.44, p < .05. Giving partici-  
pants  the option of  free repor t  allowed t h e m  to improve  thei r  
accuracy relative to forced report .  This  improvemen t  was more  
p r o n o u n c e d  for recall t han  for recognit ion,  bu t  it was significant 
in bo th  cases, t ( 1 6 )  = 9.74, p < .0001, and  t ( 1 6 )  = I 1.96, p < 
.0001, respectively. 5 Second, the same ANOVA per fo rmed  on 
the quant i ty  scores also yielded significant effects for repor t  op- 
tion, F ( 1 ,  32) = 66.74, p < .0001; test  format ,  F (1 ,  32) = 
12.16, p < .005; and  the interact ion,  F (  1, 32) = 13.08, p < .001. 
Examina t ion  of  the  means  reveals a quan t i t y -accu racy  tradeoff: 
The  improved  accuracy of  free repor t  was accompan ied  by re- 
duced  quant i ty  pe r fo rmance  relative to forced report .  Unl ike  
the accuracy improvement ,  this  reduct ion  was more  marked  for 
recogni t ion than  for recall, bu t  it too  was significant in  b o t h  
cases, t ( 1 6 )  = 4.30, p < .0005, and  t ( 1 6 )  = 6.95, p < .0001, 
respectively. Note,  then,  tha t  the option of  free repor t  allowed 
recall par t ic ipants  to  achieve a greater  improvemen t  in accu- 
racy per fo rmance  at a lesser cost in quant i ty  pe r fo rmance  t han  
recogni t ion part ic ipants ,  pe rhaps  implying bet ter  moni to r ing  
effectiveness. This  po in t  will be addressed again later. 

Turning next  to the incentive manipu la t ion ,  a tw0-way AN-  
OVA, Incentive × Test Format ,  on the f ree-report  (Phase  2)  ac- 
curacy scores yielded significant effects for incentive,  F (  1, 67)  
= 14.77, p < .0005, and  test  format ,  F (  1, 67)  = 5.28, p < .05, 
with  no  interact ion.  As predicted,  the  stronger accuracy incen- 
tive induced  bet ter  accuracy per fo rmance  than  the more  mod-  
erate incentive, and  as men t ioned  earlier (see Footno te  5) ,  rec- 
ognit ion accuracy was found to be somewhat  bet ter  than  recall. 

O n  the  o ther  hand,  the same ANOVA on the  quant i ty  mea-  
sure did  not  yield a significant incentive effect ( F  < 1 ), implying 
tha t  par t ic ipants  were able to increase the i r  accuracy with no  
cost in quantity.  However, par t ic ipants  in the high-incent ive 
condi t ion yielded a higher quant i ty  score (57.3%) t han  did  
moderate- incent ive  par t ic ipants  (52 .5%),  even on Phase  1. 
W h e n  this  init ial  difference was par t ia l led out  in an analysis of  
covariance,  the incentive effect on accuracy r ema ined  signifi- 
cant,  F ( 1 ,  66)  = 12.17, p < .001 (ad jus ted  means:  88.7% for 
high incentive vs. 81.4% for modera t e ) ,  and  the incentive effect 
on  quant i ty  was now also significant, F (  1, 66)  = 13.57, p < 
.0005 (ad jus ted  means:  39.1% for high incentive vs. 44.6% for 
modera te ) .  Thus,  a quan t i t y -accu racy  t radeoff  was ob ta ined  
for the  incentive man ipu la t i on  after all. 

Results 

Memory Accuracy and Memory Quantity Performance 

We begin by examin ing  the pe r fo rmance  effects of  repor t  op- 
t ion and  accuracy incent ive on  accuracy and  quant i ty  perfor- 
mance.  We then t u rn  to the  results  regarding the mon i to r ing  
and  control  m e c h a n i s m s  postula ted to media te  these effects. Ta- 
ble 1 presents  the mean  m e m o r y  quant i ty  and  accuracy  scores 
for forced repor t  ( Phase  1 ) and  free repor t  (Phase  2) ,  by accu- 
racy incentive (Phase  2 only)  and  test  format .  

The  effects of  repor t  opt ion were evaluated by  confining the  
analyses to  the modera te- incent ive  group:  First, a Repor t  Op-  

5 We should note that when only the standard memory measures, free 
recall and forced recognition, are compared, the "recall-recognition 
paradox" (Koriat & Goldsmith, 1994) discussed earlier was also repli- 
cated here (see Table 1 ): Quantity performance is superior for forced 
recognition than for free recall, but accuracy performance is superior 
for free recall than for forced recognition. However, when the effects of 
test format and report option are unconfounded, accuracy performance 
is seen to vary with report option, not test format. As discussed earlier, 
in the forced-report condition, the accuracy and quantity measures are 
equivalent by definition. In the free-report condition, on the other hand, 
the two measures are operationally independent, and here recognition 
accuracy was, if anything, slightly better than recall accuracy. 
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Table 1 
Mean Quantity and Accuracy Memory Scores (Percent Correct) by Accuracy Incentive 
for Each Test Format in Experiment 1 

Phase 2 (free report) 

Quantity (% correct) Accuracy (% correct) 

Moderate High Moderate High 
incentive incentive incentive incentive 

Phase 1 
(forced 
report) 

Test format M SE M SE M SE M SE M SE 

Recall 38.0 2.8 38.5 3.3 76.4 3.2 88.1 2.1 46.7 2.7 
Recognition 47.3 3.0 43.6 2.8 84.4 2.5 91.1 1.6 63.5 1.7 

Monitoring Analyses. Subjective Confidence and the 
Likelihood o f  Being Correct 

We now turn to the metamemory processes assumed to me- 
diate the effects of report option and accuracy incentive just 
reported, beginning with the monitoring process• In terms of  
the model (see Figure 1 ), the confidence ratings elicited in 
Phase 1 are assumed to reflect the subjective probability (Pa) 
that the corresponding best-candidate answer is correct• Be- 
cause these assessments will be used to predict volunteering be- 
havior in Phase 2, it is important to note that participants were 
quite consistent in the answers they provided to the questions in 
the two phases: Only 1.1% of the answers differed, and these 
answers were eliminated from the analyses that follow• 

We first examine the correspondence between the assessed 
and actual probabilities of being correct. Because the incentive 
manipulation was introduced only in Phase 2, the data were 
collapsed across the two incentive conditions. Both absolute 
correspondence (calibration) and relative correspondence 
(resolution) were evaluated. The calibration data are presented 
in Figure 5 for the recall and recognition conditions, plotted 
according to the procedure commonly used in calibration stud- 
ies (see Lichtenstein et al., 1982): The probability judgments 
are grouped into 10 levels for recognition (.20, •21-•30, .31- 
.40 . . . . . .  91-.99, 1.0) and 12 levels for recall (0.0, .01-.10, 
• 11- .20 . . . . . .  91-.99, 1.0 ). The proportion correct is plotted 
against the mean assessed probability, computed across partic- 
ipants; perfect calibration is indicated by the diagonal line. 

The plots show a strong positive relationship between mean 
assessed probability and actual likelihood of being correct for 
both recall and recognition• The general pattern of deviation 
from the diagonal is consistent with previous calibration studies 
(see Erev, Wallsten, & Budescu, 1994), but participants' assess- 
ments were fairly well calibrated overall. The proportion correct 
averaged .47 for recall and .64 for recognition, whereas the re- 
spective values for the assessed probabilities were .50 and .67, 
respectively. Calibration scores for each participant, computed 
as the weighted mean of the absolute differences between the 
mean assessed probability and actual proportion correct for 
each category (Oskamp, 1962 ), averaged• 13 for both the recall 
and the recognition groups• 

As noted earlier, however, it is monitoring resolution that is 

crucial for successful memory accuracy performance (see Foot- 
note 3). Two measures of resolution were calculated, the 
Kruskal-Goodman gamma correlation commonly used in 
metamemory research (see Nelson, 1984, 1986; but see Schraw, 
1995; Swets, 1986, for reservations) and the adjusted normal- 
ized discrimination index (ANDI)  recommended more re- 
cently by Yaniv et al. ( 1991 ). Both measures indicated good 
levels of monitoring effectiveness: First, the gamma correlation 
between confidence and the correctness of each answer averaged 
• 87 for the recall participants (range = .65-1.0), significantly 
different from zero, t(35) = 65.3, p < .0001, and .68 for the 
recognition participants (range = .44-.93),  also significantly 
different from zero, t (34) = 33.4, p < .0001. According to this 
index, the recall participants were somewhat more effective in 
monitoring the correctness of  their answers than were the rec- 
ognition participants, t(69) = 7.96, p < .0001. 

Second, we calculated the ANDI measure, which has a 
straightforward interpretation as the proportion of variance in 
the correctness of the answers that is accounted for by the par- 
ticipant's probability judgments• ANDI is not biased by differ- 
ences in the overall level of memory performance (neither is 
gamma; see Nelson, 1984) or in the number of probability cat- 
egories used. This index averaged .61 for recall (range = .29- 
.92) and .30 for recognition (range = .08-.59),  t (69) = 9.37, p 
< .0001, for the difference. 

According to both analyses, then, participants were quite 
effective in discriminating correct from incorrect answers, but 
the recall participants were more effective than the recognition 
participants. This latter difference appears to derive from the 
polarization dimension discussed earlier. As indicated in Figure 
5, although the recall and recognition participants were equally 
calibrated, the recall monitoring was more polarized than the 
recognition monitoring: Whereas both the recall and the recog- 
nition participants used the highest ( 1.0) probability category 
about equally often (n = 618 and n = 678, respectively), the 
recall participants were far more likely to use their lowest prob- 
ability category (n = 635) than were the recognition partici- 
pants (n = 273). Cast in percentage terms, 58% of the recall 
assessments fell into the two most extreme categories, com- 
pared with 46% for recognition• Hence, given equal calibration, 
the more polarized recall monitoring should and did yield bet- 
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heavily on one's confidence in the correctness o f  that answer. 
Across all participants and conditions, i tems that were volun- 
teered in Phase 2 had a mean assessed probability of  .89 in 
Phase 1, compared with .29 for i tems that were withheld. In 
addition, the relationship between confidence and volunteering 
was calculated using both gamma  and ANDI ,  and by both mea- 
sures it was found to be exceedingly strong: G a m m a  averaged 
.97 for recall participants (range = .89-1.0)  and .93 for recog- 
nition (range = .68-1.0 ). Similarly, A N D I  (the proport ion of  
explained variance) averaged .79 for recall (range = .52-1.0)  
and .67 for recognition (range = .39- .93) .  The difference be- 
tween recall and recognition was relatively small but  significant 
for both measures, t (69)  = 3.23, p < .0005, and t (69)  = 4.17, 
p < .0001, respectively. 

Note that the confidence-volunteering correlations reported 
here were higher than the confidence-correctness correlations 
reported earlier. For example,  whereas the gamma  correlations 
between confidence and the decision to volunteer an answer av- 
eraged .97 and .93 for recall and recognition, respectively, the 
corresponding gammas  for the confidence-correctness relation- 
ship averaged .87 and .68 (the former correlations were signifi- 
cantly higher than the latter, both for recall, t[ 35] = 6.86, p < 
.0001, and for recognition, t[ 34 ] = 7.47, p < .0001 ). Thus, in 
exercising the option of  free report,  participants seem to have 
put more faith in their subjective confidence than was actually 
warranted, presumably because they had no better predictor 
(see Experiment  2).  

The effect of incentive. We now examine  the effect of  accu- 
racy incentive on volunteering behavior and show how this 
effect can be captured in terms of  response criterion. As pre- 
dicted, the high-incentive participants volunteered fewer an- 
swers (26.9) than did the moderate-incentive participants 
(30.9),  t (69)  = 2.0, p < .05. According to the model, this 
difference reflects the setting o f  a higher response criterion 
(P~) ,  and in fact, mean confidence for volunteered i tems was 
.93 for the high-incentive participants compared with .84 for 
the moderate-incentive participants, t (69 ) = 4.70, p < .0001. 

In addition, a computat ional  procedure was used to estimate 
each participant 's  criterion level. Considering each probability 
rating actually used by the participant as a candidate Pc ,  we 

Figure 5. Calibration curves for the recall and recognition partici- 
pants in Experiment 1. The frequency of judgments in each category 
appears beside each data point. 

ter monitor ing effectiveness. 6 We will return to consider the im- 
plications o f  this difference later. 

Control Analyses: Subjective Confidence and the 
Decision to Respond 

We now turn to the results pertaining to the operation o f  the 
control mechanism, which is assumed to determine whether the 
best-candidate answer will be volunteered or withheld. Accord- 
ing to the model, this decision is based on (a)  the output  o f  the 
monitor ing mechanism and (b)  the incentive for accuracy. 

The contribution of monitoring. Overall, the results suggest 
that the decision to volunteer  an answer does indeed depend 

6 It should be pointed out that there is an inherent constraint on rec- 
ognition monitoring resolution due to the baseline probability of cor- 
rectly guessing an answer. For instance, in a five-alternative multiple- 
choice test, one can only try to distinguish between those answers that 
are "certainly. correct" and those that have a 20% chance of being cor- 
rect. Thus, it is generally not possible to completely differentiate correct 
and incorrect answers. In a somewhat different context, Schwartz and 
Metcalfe (1994) noted that differences in baseline probabilities can 
complicate the comparison of monitoring accuracy for feeling-of-know- 
ing judgments (following unsuccessful recall) across different criterion 
tests. In the present context, however, multiple-choice baseline proba- 
bilities are best viewed as an intrinsic aspect of recognition monitoring, 
tending to increase the quantity cost of selective reporting, but signifi- 
cantly, not necessarily constraining potential free-recognition accuracy 
(see Figure 7 later). We should also note that in line with our results, 
Dunlosky and Nelson (in press) found judgments of learning to be both 
more polarized and more accurate when elicited by cued-recall probes 
than by recognition probes, even though the criterion test was the same 
(recognition) in both cases. 
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Table 2 
Mean Estimated Pr~ Values for Each of  the Four Experimental Conditions in Experiment I 

Test format 

Recall Recognition 

Moderate High Moderate High 
incentive incentive incentive incentive 

Variable P~>-P~ Pa<P,~ P~> Pr~ P~<Pr¢ P~> P~c P~<P~c Pa>-P~c P~<Pr~ 

Mean no. responses 
volunteered 27.1 2.4 24.5 1. l 28.1 4. l 25.6 2.7 

Mean no. responses 
withheld 1.8 28.0 1.9 32.3 2.9 23.3 1.9 29.3 

P~ .50 .80 .71 .88 
Fit ratio .93 .95 .88 .92 

Note. Pa = assessed probability; Pro = response criterion probability; Fit ratio = the proportion of re- 
sponses conforming to the decision rule: IfPa > Pro then volunteer; else withhold. 

defined hits as volunteered answers for which Pa >-- Prc and cor- 
rect rejections as withheld answers for which Pa < Prc- False 
alarms and misses were also defined accordingly. The chosen 
P~c estimate for each participant was that value that maximized 
the proportion of  hits and correct rejections combined ( thef i t  
ratio). Because any assessed probability between the chosen Pro 
and the next lowest assessed probability actually used by the 
participant would yield an equivalent fit ratio, the derived Pro 
estimate is actually an upper bound on the estimate for the true 
criterion level. 

Table 2 presents the mean estimated Prc, the mean number  of  
hits, correct rejections, false alarms, and misses, and the fit ra- 
tio, for each of  the four experimental  conditions. Overall, the 
hits and correct rejections combined accounted for 92% of  the 
participants'  responses. Thus, the assumption of  a control 
mechanism operating as a threshold on the monitoring output  
appears to yield a good approximation of  participants'  actual 
volunteering behavior. Moreover, comparing the estimated Pr¢ 
values for the two incentive conditions, the mean Pro for partic- 
ipants in the high-incentive condition (.84) was significantly 
higher than for participants in the moderate-incentive condition 
(.61),  t (69)  = 4.81, p < ,0001. Thus, as predicted, the high- 
incentive participants used a stricter control policy than did the 
moderate-incentive participants. Note that the normative crite- 
rion settings for the high- and moderate-incentive conditions 
are .91 and .50 respectively. 7 

Possible effects o f  test format. Analysis of  the estimated Pro 
values also suggests that the recognition participants were more 
conservative than the recall participants in their control poli- 
cies. Pr,. averaged 65.9 and 79.6 for recall and recognition, re- 
spectively, t (69)  = 2.58, p < .05. The performance conse- 
quences of  this difference, however, are complicated by the fact 
that mean confidence for the recognition group (.67) was higher 
than for recall ( .50).  Therefore, even though the recognition 
participants adopted a more conservative criterion for respond- 
ing, they nevertheless volunteered as many answers (30.2) as 
did the recall participants (27.5),  t (69)  = 1.37, ns. 

Thus, the comparison of  recall and recognition performance 
in this experiment reveals a complex interplay between moni- 

toring, control, and the overall correctness of  candidate an- 
swers. It was shown earlier that recall participants were more 
effective in monitoring the correctness of  their answers. We now 
see that recognition participants were more conservative in 
their control policy, s although the increased correctness of  their 
candidate answers allowed them to volunteer as many answers 
as did the recall participants. The net result appears to be an 
advantage in recognition quantity performance, achieved at no 
disadvantage in accuracy compared with recall (see also Koriat  
& Goldsmith,  1994; and see Figure 7, later). 

Discussion 

Experiment  1 examined the manner  in which monitoring 
and control processes contribute to memory  accuracy and 
quanti ty performance. The results were generally consistent 
with the model: First, participants were successful but not  per- 
fect in monitoring the correctness of  their answers. Second, the 
tendency to report  an answer under free-report conditions was 
very strongly correlated with subjective confidence in the cor- 
rectness of  the answer. Third, this tendency was also sensitive to 

7 We also conducted several analyses comparing participants' control 
policies and the ensuing performance to two other control policies: (a) 
a normative control policy, defined as that Pro setting that ensures that 
all (and only) answers with a nonnegative expected utility (assuming 
perfect calibration ) are volunteered, and (b) an optimal control policy, 
defined as that Prc setting which, when applied to each participant's 
actual monitoring output, yields the maximum possible performance 
payoff for that participant. The results will not be reported here, except 
to note that participants were found to be relatively effective in choosing 
a control policy that would maximize their performance in accordance 
with the specified payoff schedule. 

Note that a common belief(expressed, for instance, by an anony- 
mous commentator on an earlier draft; see also, Murdock, 1974, p. 65, 
Figure 3.8 ) is that the response criterion underlying recall testing is in- 
herently more strict than that underlying recognition responding. Our 
results, in contrast, suggest that when test format and report option are 
unconfounded, the opposite might actually be the case. Clearly, more 
work is needed on this matter. 
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accuracy incentive: High-incentive participants adopted a 
stricter criterion than did moderate-incentive participants. 
Fourth, the exercise of strategic control resulted in improved 
accuracy performance but also in reduced quantity perfor- 
mance. Finally, consistent with the simulation analyses, the 
quantity cost of the improved accuracy increased in relative 
terms when a higher criterion was used: Whereas under a mod- 
erate accuracy incentive, the option of  free report enabled par- 
ticipants to enhance their accuracy substantially at a relatively 
low cost in quantity performance (a 64% accuracy improve- 
ment achieved at a 19% quantity cost for recall; a 33% accuracy 
improvement achieved at a 26% quantity cost for recognition), 
the introduction of a stronger accuracy incentive resulted in a 
further increase in accuracy, but now at a relatively high quan- 
tity cost (a further 12% accuracy improvement achieved at a 
10% quantity cost for recall; a 6% accuracy improvement 
achieved at a 15% quantity cost for recognition; based on ad- 
justed means). 

In sum, the results of this experiment reinforce the initial sim- 
ulations in demonstrating the contributions of monitoring and 
control processes to memory performance in an actual memory 
situation. In Experiment 2, we examine these contributions fur- 
ther under different levels of  monitoring effectiveness. 

E x p e r i m e n t  2 

In Experiment 1, people were found to be quite successful in 
regulating their free-report memory performance. According to 
the proposed framework, however, this success should be 
strongly contingent on monitoring effectiveness. As demon- 
strated in the simulation analyses, without at least a fair degree 
of  monitoring resolution, the control of  memory reporting 
might not enhance memory performance much or at all. 

Several reports in the literature indicate situations in which 
memory monitoring may be rather poor: First, monitoring may 
be impaired for certain stimulus materials. Cohen (1988), for 
example, found that although people were quite accurate in 
monitoring the recallability of studied words, their judgments 
of the recallability of self-performed tasks had no predictive va- 
lidity whatsoever (for a somewhat different example, see Met- 
calfe & Wiebe, 1987). Also, Fischhoff, Slovic, and Lichtenstein 
(1977) showed that certain so-called "deceptive" general- 
knowledge questions tend to produce an illusion of  knowing, 
engendering an undue confidence in one's incorrect answers. In 
fact, Koriat (1995a) recently found that when people failed to 
recall the answer to such deceptive items, their feeling-of-know- 
ing judgments were either uncorrelated or even negatively cor- 
related with subsequent recognition memory performance. 
Second, monitoring may be impaired by various interventions. 
As a prominent example, exposure to postevent misinforma- 
tion has also been shown to engender a dissociation between 
confidence and the validity of  people's answers, causing wit- 
nesses, for instance, to report with high confidence that they 
saw three perpetrators of a crime instead of  the actual two 
(Weingardt, Leonesio, & Loftus, 1994; see also Chandler, 
1994). Finally, there is evidence indicating that monitoring 
abilities may be relatively impaired in certain special popula- 
tions, for example, young children (e.g., Pressley, Levin, Gha- 
tala, & Ahmad, 1987); Korsakoff patients (e.g., Shimamura & 

Squire, 1986); and patients with frontal lobe lesions (e.g., Ja- 
nowsky, Shimamura, & Squire, 1989). 

According to the model, such monitoring deficiencies should 
have crucial consequences for the strategic regulation of mem- 
ory performance (cf. Bjork, 1994). It is our assumption that 
people have no direct access to the correctness of their answers 
(Koriat, 1993) and hence have no better choice than to trust 
their own subjective confidence in controlling their memory re- 
porting. Therefore, when monitoring is poor, selective reporting 
should yield relatively small accuracy gains accompanied by 
relatively large quantity costs (see Figure 4). At the extreme, 
the withholding of answers on the basis of invalid subjective 
probabilities could be entirely detrimental: It could fail to im- 
prove memory accuracy performance and only reduce memory 
quantity performance (see Figure 3, Panel a).  

Experiment 2 was designed to examine these ideas by com- 
paring the effects of free-report control processes under two 
different levels of monitoring effectiveness. To manipulate mon- 
itoring, two samples of general-knowledge items were used: The 
first consists of "deceptive" items of the sort used by Fischhoff 
et al. ( 1977; see also May, 1986), which, as mentioned earlier, 
tend to elicit a relatively large proportion of incorrect answers 
that may nonetheless be held in high confidence. For instance, 
when asked to name the capital of Australia, many people con- 
fidently report Sydney rather than Canberra; or, when asked to 
name the composer of the "Unfinished Symphony," they may 
confidently report Mozart or Beethoven rather than Schubert. 
Whatever the reasons for such illusions of  knowing (see Fisch- 
hoff et al., 1977; Koriat, 1995b), we expect participants' con- 
fidence judgments for these items to be generally undiagnostic 
of the correctness of their answers. The second sample consists 
of"s tandard" or typical items that are expected to yield a rela- 
tively good level of monitoring effectiveness, like that observed 
in Experiment 1. In addition, a third set of"difficult" items was 
also included, comprising items that seldom bring to mind any 
answers at all. As will be explained later, these items were in- 
cluded so that when combined with the standard items, they 
would allow comparisons in which forced-report performance 
for the standard and deceptive conditions is equated. 

In this experiment, then, recall participants were given a 90- 
item general-knowledge test in which the standard, deceptive, 
and difficult items were randomly intermixed. The procedure 
was basically the same as in Experiment 1, including both 
forced-report and free-report phases. Assuming that monitor- 
ing resolution is relatively good for the standard items but poor 
for the deceptive items, we expect that (a)  participants will nev- 
ertheless base their control decisions on their monitoring output 
in a similar manner for both sets of items; (b)  whereas for the 
standard items, the option of free report will result in a substan- 
tial accuracy increase, for the deceptive items the accuracy in- 
crease will be negligible; and (c) a much greater quantity-accu- 
racy tradeoff will be evidenced for the deceptive items than for 
the standard items. These predictions are expected to hold even 
when the standard and deceptive conditions are equated in 
terms of forced-report memory performance. 

In addition, unlike in Experiment 1, in which the flee-report 
phase always followed the forced-report phase, in Experiment 2 
the order of the two phases was counterbalanced across partici- 
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pants. This allowed us to examine whether the results of  Exper- 
iment 1 hold across both phase orders. 

Method 

Participants 

University of Haifa undergraduates (N = 30), 7 men and 23 women, 
participated in the experiment. They were paid NIS 25 (approximately 
$8 ) for participation and were given the chance to win up to an addi- 
tional NIS 90 (approximately $30). They were randomly assigned to 
each of the two phase orders. The experiment was administered in 
group sessions lasting about 1 hr. 

Stimulus Materials 

for the standard i tems only. In general, phase order had little or 
no effect, and the same pattern o f  results obtained in Experi- 
ment  1 was replicated here for each phase order considered sep- 
arately. In addition, with regard to the comparisons between the 
two monitoring conditions, standard and deceptive, that are o f  
pr imary interest in this experiment,  in only one o f  the analyses 
to be reported later was there a significant interaction involving 
phase order. Thus, although phase order was included as a factor 
in all of  the following ANOVAs comparing the two monitoring 
conditions, results pertaining to phase order will be reported 
only in that one case in which they are relevant. Also, as in 
Experiment  1, answers that differed between the forced-report 
and free-report phases (less than 0.8% of  all answers) were elim- 
inated from the analyses. 

A 90-item general-knowledge test was compiled in a recall format. As 
in Experiment 1, the correct answer for all items was either a single word 
or a proper name. In designing the test, three subsets of 30 items were 
selected on the basis of norms collected by Koriat (1995a). The first, 
deceptive subset (cf. Fischhoffet al., 1977 ) included items that had been 
found to evoke unwarranted feeling-of-knowing (FOK)judgments fol- 
lowing unsuccessful recall (e.g., "Who composed the 'Unfinished 
Symphony?' "). The FOK judgments for these items were generally un- 
correlated or even negatively correlated with subsequent recognition 
memory performance. A second, standard subset was selected that was 
approximately equated with the set of deceptive items in recall accessi- 
bility (i.e., the likelihood that some answer would be volunteered; see 
Koriat, 1995a). Unlike the deceptive items, however, these items had 
been found to yield generally valid FOK judgments. The third, difficult 
subset consisted of items that had been found to elicit few candidate 
answers at all. This set was included because mean forced-report quan- 
tity performance is expected to be higher for the standard items than for 
the deceptive items, and therefore these difficult items will be combined 
with the standard items in special analyses that equate forced-report 
performance for the standard and deceptive subsets. Items from each of 
the three subsets were randomly intermixed among the 90 test items. 

Procedure 

As in Experiment 1, participants were given the same test twice, in 
both forced-report and free-report phases. The order of the two phases 
was counterbalanced across participants: 

Forced-report phase. In this phase, participants were required to 
answer all the questions, even if they had to guess, and to indicate their 
confidence in the correctness of the provided answer on a 0-100% scale. 
No monetary incentive was offered for performance on this phase. 

Free-report phase. In this phase, participants were told that they 
could choose whether to answer any given question and that they would 
not be penalized (but neither would they receive any bonus) for omitted 
items. Accurate responding was induced by a moderate-incentive payoff 
schedule similar to that of Experiment 1: Participants were paid NIS l 
for each correct answer and penalized the same amount for each incor- 
rect answer. Participants were assured that although they might not 
break even, they would not have to pay any losses, nor would they forfeit 
any amount of their fixed payment for participation. 

Results 

Effects of Phase Order 

To determine whether the basic pattern revealed in Experi- 
ment  1 was sensitive to phase order, we first examined the effects 
of  phase order on both memory  and metamemory  performance 

Analysis of Monitoring Effectiveness 

We first examine whether monitoring effectiveness indeed 
differed for the standard and deceptive items. Calibration 
curves based on the forced-report phase were computed as in 
Experiment  I and are plotted separately in Figure 6 for the stan- 
dard and deceptive subtests. 

The difference between the two monitoring conditions is im- 
mediately apparent: Whereas for the standard items, confidence 
in an answer was generally diagnostic of  its correctness, for the 
deceptive items, the relationship between assessed probability 
and actual proportion correct is negligible. First, in terms of  
calibration, participants were much more overconfident on the 
deceptive subtest than on the standard subtest: For the deceptive 
subtest, confidence averaged .32 when the actual proport ion 
correct was.  12, whereas the respective values for the standard 
subtest were .31 and .28. Also, the participants'  calibration 
scores, computed as the weighted mean of  the absolute differ- 
ences between the mean assessed probability and actual propor- 
tion correct for each category, averaged. 13 for the standard sub- 
test (same as Experiment  1 ) but  .26 for the deceptive subtest. 
Second, and more important ,  the difference between the two 
conditions in terms of  monitoring resolution is no less dra- 
matic: G a m m a  averaged .90 for the standard subtest versus .26 
for the deceptive subtest, and A N D I  averaged .64 for the stan- 
dard subtest versus .03 for the deceptive subtest. In sum, the 
choice of  standard and deceptive i tems appears to have provided 
a very successful manipulation o f  monitoring effectiveness: 
Whereas the standard i tems yielded a relatively good level of  
monitoring, closely resembling that o f  Experiment  1, monitor- 
ing for the deceptive items was by all accounts very poor. 

Analysis of Control 

Notwithstanding the success o f  the monitoring manipula- 
tion, we expected that participants would necessarily base their 
selective reporting on their monitoring output, regardless of  its 
validity. Indeed, for both the standard and the deceptive sub- 
tests, there was a very strong relationship between confidence 
and volunteering: For the standard subtest, volunteered items 
had a mean assessed probability of .83 ,  compared wi th .  10 for 
items that were withheld, and the respective means for the de- 
ceptive subtest were .67 versus. 15. 

The confidence-volunteering relationship for each subtest 
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Figure 6. Calibration curves for the standard and deceptive monitor- 
ing conditions in Experiment 2. The frequency of judgments in each 
category appears beside each data point. 

was evaluated further using both gamma and ANDI. Gamma 
averaged .95 for the standard subtest and .88 for the deceptive 
subtest. The respective values for ANDI were .81 and .58. Thus, 
volunteering decisions on both subtests were extremely sensi- 
tive to the assessed probabilities but somewhat more so on the 
standard subtest than on the deceptive subtest: The difference 
was significant both for gamma, F (  1, 28) = 7.26, p < .05, and 
for ANDI, F (  1, 28) = 20.99, p < .0001. The somewhat stronger 
relationship found for the standard subtest was unexpected. 
Perhaps confidence for the standard items was more stable 
across the forced-report and free-report phases than it was for 
the deceptive items, although at present this is only speculation. 

Did participants use a similar control policy for the standard 
and deceptive items? Response criterion (Pr~) estimates, derived 

as in Experiment 1, averaged .68 and .63 for the standard and 
deceptive subtests, respectively, indicating that participants 
used equivalent response criteria for both types of  items ( F  < 
1 ). The effect of  phase order, however, was significant, F (  1, 28) 
= 4.53, p < .05, as was the interaction, F ( 1 , 2 8 )  = 5.58, p < .05: 
Across both subtests, participants in the forced-free condition 
used a higher criterion (.75) than did free-forced participants 
(.56), although the difference was significant only for the decep- 
tive subtest (.79 vs..47, respectively), not for the standard sub- 
test (.71 vs..65, respectively). Thus, although there was no sys- 
tematic difference in the criterion levels adopted for the stan- 
dard and deceptive items, giving participants the option of  free 
report after the forced-report phase may have elicited a some- 
what greater tendency for selective reporting than when free re- 
porting preceded forced. 

Performance Consequences 

Given the similar control policies but the different monitor- 
ing effectiveness exhibited for the standard and deceptive sub- 
tests, what are the implications for actual memory perfor- 
mance? The memory performance measures for the two condi- 
tions are presented in Table 3. 

The results for the standard subtest disclose a pattern very 
similar to that obtained in Experiment h The option of  free 
report allowed participants to increase their accuracy perfor- 
mance substantially compared with their performance on 
forced report, F (  1, 28) = 106.76, p < .0001, and this improve- 
ment was achieved at a small cost in quantity performance, 
F(  1, 28) = 25.22, p < .0001. Indeed, the free-report accuracy 
obtained on the standard subtest (75.0%) was virtually identical 
to that demonstrated by the moderate-incentive recall partici- 
pants of Experiment 1 (76.4%). In contrast, for the deceptive, 
poor-monitoring items, participants were able to achieve on the 
average no better than 21% accuracy when given the option of 
free report! (Recall that according to the payoff scheme, partic- 
ipants needed to achieve at least 50% accuracy just to break 
even.) This level of free-report accuracy was only slightly better 
than forced-report accuracy, F (  1, 28) = 11.08, p < .005. 

Furthermore, as predicted, the quantity-accuracy tradeoff 
was far more severe under conditions of  poor monitoring: 
Whereas the accuracy improvement for the standard subtest 
(47 percentage points) was much greater than that achieved on 
the deceptive subtest (9 percentage points), F (  1, 28 ) = 48.44, 
p < .0001, the quantity cost was equivalent (6 and 4 percentage 
points, respectively), F (  1, 28) = 1.49, ns. (Note that the quan- 

Table 3 
Mean Quantity and Accuracy Memory Scores (Percent Correct) 
by Monitoring Conditions in Experiment 2 

Free report (% correct) 
Forced report 

Quantity Accuracy (% correct) 
Monitoring 
condition M SE M SE M SE 

Standard 22.3 3.7 75.0 4.7 27.9 3.8 
Deceptive 7.6 2. ! 21.0 3.9 11.8 2.2 
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tity cost exhibited for the deceptive subtest was also significant, 
F[I ,  28] = 26.67,p < .0001.) 

As anticipated, however, there is one difference between the 
standard and deceptive subtests that complicates interpretation 
of the results. Forced-report performance for the standard sub- 
test was substantially better than for the deceptive subtest, F (  1, 
28) = 62.87, p < .0001, which means that in addition to the 
intended difference in monitoring effectiveness, the standard 
subtest was also easier. Conceivably, this difference could be re- 
sponsible for some of the effects just reported. To evaluate this 
possibility, then, we used items from the difficult subset in con- 
junction with items from the standard subset to create a new 
subtest, referred to here as matched standard, with approxi- 
mately the same forced-report baseline performance level as the 
deceptive subtest: 12 randomly selected items from the standard 
subset (mean forced-report performance = 26.7%) were com- 
bined with 18 randomly selected items from the difficult subset 
(mean forced-report performance = 0.9%), yielding a forced- 
report performance level of 11.2% (compared with I 1.8% for 
the deceptive subtest). 

A comparison of participants' performance on the matched- 
standard and deceptive subtests leaves the general conclusions 
unchanged: Unlike the result for the deceptive subtest, partici- 
pants were able to increase their free-report accuracy substan- 
tially on the matched-standard subtest by more than a factor of 
five, to 63.0% (based on 27 participants, because 3 participants 
did not volunteer any of the matched-standard items on the 
free-report phase). At the same time, free-report quantity per- 
formance on the matched-standard subtest decreased slightly to 
8.6%. As with the original standard subtest, then, a large accu- 
racy increase was accompanied by a relatively small quantity 
decrease (both significant). In fact, when comparing the 
matched-standard and deceptive performance tradeoffpatterns, 
a significantly larger accuracy improvement was evidenced for 
the matched-standard subtest, F (  1,25 ) = 43.19,p < .0001, but 
this came at a smaller quantity reduction, F(  1, 28) = 4.34, p < 
.05. Thus, if anything, the beneficial consequences of effective 
monitoring for free-report performance are even more clear 
when the matched-standard (rather than standard) subtest is 
considered. 

Discussion 

The results of Experiment 2 highlight the criticality of moni- 
toring effectiveness for free-report memory performance. When 
people's confidence judgments are reasonably diagnostic of the 
correctness of their answers, the option of  free report can allow 
them to achieve high levels of  accuracy. In other situations, 
however, people's monitoring may be undiagnostic to the point 
of being useless. People still control their memory reporting ac- 
cording to their monitoring output, but the attained level of  
free-report accuracy may be little better than when they are de- 
nied the option of deciding which answers to volunteer. 

Of particular importance is the demonstration that monitor- 
ing effectiveness can determine memory performance indepen- 
dent of memory "retention." Although retention, as indexed by 
forced-report quantity performance, was virtually identical for 
the deceptive and matched-standard subtests, the joint  levels of 
free-report accuracy and quantity performance were far supe- 

rior for the matched-standard subtest because of the better 
monitoring associated with this subtest. Clearly, then, free-re- 
port memory performance depends on the effective operation 
ofmetamemory processes that are simply not tapped by forced- 
report performance. 

This point brings to the fore a basic difference between our 
proposed conceptual framework and the signal-detection ap- 
proach to memory. How does the signal-detection framework 
address the separate contributions of memory retention (or 
memory strength) and monitoring effectiveness to memory per- 
formance? As a matter of fact, it does not. The signal-detection 
framework does not even allow for a dissociation between sub- 
jective confidence and memory strength (Chandler, 1994), and 
indeed, in that framework confidence is generally taken to index 
memory strength (see e.g., Lockhart & Murdock, 1970; Parks, 
1966). Thus, in the forced-report "old-new" paradigm to 
which signal-detection methods are typically applied, control 
is isolated in terms of the parameter/~, yet retention (overall 
memory strength) and monitoring effectiveness (the extent to 
which the person's confidence distinguishes old-studied from 
new-foil items) cannot be operationally or conceptually sepa- 
rated: Both are equally valid interpretations of d '  (see, e.g., 
Banks, 1970; Lockhart & Murdock, 1970). 

By contrast, in our proposed framework for conceptualizing 
free-report performance, these latter two aspects (as well as 
control) are given a separate standing. Each must be evaluated 
independently: One may have good monitoring resolution, yet 
very poor retention, or vice versa. Thus, for instance, poor free- 
report memory performance might be found to derive from 
poor retention, poor monitoring, or both. 

Several other studies have also recently indicated a dissocia- 
tion between monitoring and retention. For instance, Kelley 
and Lindsay ( 1993 ) observed that advance priming of  potential 
answers to general-information questions increased the ease of 
access to these answers, raising subjective confidence regardless 
of whether those answers were right or wrong. Similarly, re- 
search investigating the cue-familiarity account of the feeling 
of knowing indicates that feeling-of-knowing judgments can be 
enhanced by advance priming of the cue, again even when such 
priming has no effect on actual memory quantity performance 
(e.g., Reder & Ritter, 1992; Schwartz & Metcalfe, 1992). Fi- 
nally, Chandler (1994) found that exposing participants to an 
additional set of pictures similar to the studied set increased 
their confidence ratings on a subsequent forced-choice recogni- 
tion test, whereas in fact their actual performance was im- 
paired. She also pointed out that such a finding is contrary to 
the basic premises of the signal-detection approach to memory. 

In sum, by distinguishing the contributions of retention, 
monitoring, and control, the proposed conceptual framework 
motivates a greater concern for the operation of  the metacogni- 
rive processes that mediate free-report memory performance 
(see also Barnes et ai., 1995, Nelson & Narens, 1990, 1994). At 
the same time, this framework raises the issue of how the sepa- 
rate contribution of each component can be taken into account 
in the assessment of memory performance (see General 
Discussion). 

Gene ra l  Discuss ion  

This article examined the processes underlying the strategic 
regulation of memory reporting in free-report memory situa- 
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tions, focusing on one specific means of regulation--the with- 
holding or volunteering of  individual items of information. As 
a framework for investigating such regulation, we put forward a 
model of monitoring and control processes that merges ideas 
from signal-detection theory with ideas from metamemory re- 
search. The proposed model is necessarily schematic, leaving 
open such questions as what determines subjective confidence 
(see, e.g., Gigerenzer, Hoffrage, & Kleinbolting, 1991; Griffin & 
Tversky, 1992; Kelley & Lindsay, 1993; Koriat, 1993; Metcalfe, 
Schwartz, & Joaquim, 1993; Miner & Reder, 1994) and pre- 
cisely how the volunteering criterion is adjusted. Nevertheless, 
the reported work demonstrates how this model provides a use- 
ful analytic tool, specifying patterns of memory accuracy and 
quantity performance under different testing conditions and 
bringing forward the critical factors underlying these patterns. 

In the following discussion, we first consider the implications 
of the present work regarding the effects of  monitoring and con- 
trol processes on memory performance, focusing on the moder- 
ating role of accuracy motivation and monitoring effectiveness. 
We then address the general issue of whether and how subject- 
controlled metamemory processes may be incorporated into 
the evaluation of memory performance and offer a solution that 
follows from our framework. 

Self-Directed Regulation and 
Its Performance Consequences 

A basic tenet of  the proposed theoretical framework is that 
people can boost the accuracy of  their memory reports only by 
screening out answers that they feel are likely to be incorrect, 
not by enhancing the overall correctness of  their answers. This 
assumption is supported by the previously reported failures of  
quantity incentives to enhance overall quantity performance 
(e.g., Nilsson, 1987; Weiner, 1966a, 1966b). It is also supported 
by our results here (see also Koriat & Goldsmith, 1994), in 
which the accuracy advantage of  free over forced report was 
obtained even though only about 1% of the answers differed be- 
tween the two phases (and the changes were equally likely to be 
for the better or for the worse). Apparently, then, people cannot 
readily improve the overall quality of the information that they 
retrieve, but they can improve the quality of  what they report. 

Because accuracy can be enhanced only by screening out an- 
swers, that enhancement can be achieved only at the risk of  re- 
ducing the amount of correct information provided. This po- 
tential quantity-accuracy tradeoff has important implications 
for both participants and experimenters: It requires partici- 
pants to weigh the relative incentives for providing more accu- 
rate versus more complete memory reports when deciding on 
the most effective control policy for the situation at hand. It also 
requires experimenters to consider both accuracy and quantity 
measures in tandem when evaluating free-report memory per- 
formance (Klatzky & Erdelyi, 1985; and see later discussion). 

Although the fundamental dynamic of a quantity-accuracy 
tradeoff has been widely acknowledged and studied in the 
context of  forced-report recognition memory (owing primarily 
to the application of signal-detection theory), in the context of 
free-report performance it has received much less attention 
(Klatzky & Erdelyi, 1985). In fact, in the latter context, the 
quantity-accuracy tradeoff is still an enigma: Both its underly- 

ing mechanisms and the conditions affecting its occurrence are 
poorly understood (see, e.g., Erdelyi et al., 1989; Koriat & 
Goldsmith, 1994; Roediger et al., 1989). An important contri- 
bution of  the present work, then, is in showing that neither the 
accuracy advantage that typically derives from subject control 
over memory reporting, nor the quantity costs of  such control, 
are inevitable; both were shown to depend on two factors--ac- 
curacy incentive and monitoring effectiveness. These two fac- 
tors have been virtually ignored in traditional, quantity-ori- 
ented memory research (which might explain Roediger et al's, 
1989, observation that a recall-criterion effect on quantity per- 
formance is "intuitive, but remarkably little evidence for it ex- 
ists," p. 255). Accuracy motivation and monitoring effective- 
ness, however, are critical in determining memory accuracy, 
and they may have substantial effects on memory quantity per- 
formance as well. In what follows, we consider each of these 
factors in turn. 

The Role of Accuracy Motivation 

The effects of  accuracy motivation on memory performance 
disclose a general pattern that also emerged in the simulation 
analyses: Under a modest accuracy incentive, simply giving peo- 
ple the option of free report allows them to achieve a substantial 
increase in accuracy at a relatively low cost in quantity perfor- 
mance (particularly for polarized recall monitoring; see later 
discussion). That is, by choosing a fairly low response criterion, 
people can screen out a relatively large proportion of incorrect 
answers without screening out many correct answers as well. 
In contrast, raising the criterion further in response to stronger 
accuracy incentives improves accuracy even more, but now at a 
relatively large cost in quantity performance. 

This pattern can help resolve some seemingly inconsistent 
findings in our own as well as other experiments, provided that 
we take into account the actual volunteering rates (and hence, 
presumed criterion level) exhibited by the participants. Con- 
sider results obtained under a low-to-moderate accuracy incen- 
tive. First, when comparing the free- and forced-report condi- 
tions under a moderate accuracy incentive in our earlier study 
(Koriat & Goldsmith, 1994, Experiment 1 ), accuracy perfor- 
mance increased substantially, with no effect on quantity per- 
formance. Similarly, when free-roport performance under a low 
accuracy incentive (8:1 bonus-to-penalty ratio for correct and 
incorrect answers, respectively) or a moderate accuracy incen- 
tive (2:1 bonus-to-penalty ratio) was compared with a no-pen- 
alty baseline condition, Barnes et al. (1995) found significant 
reductions in commission errors, again achieved at insignificant 
costs in quantity performance. The lack of  tradeoff observed 
in these studies is also consistent with previous recall-criterion 
research (e.g., Bousfield & Rosner, 1970; Britton et al., 1980; 
Cofer, 1967; Erdelyi, 1970; Erdelyi et al., 1989; Keppel & Mal- 
lory, 1969; Roediger & Payne, 1985; Roediger et al., 1989), in- 
dicating that forced recall does not generally yield a quantity 
advantage over free recall (except under special conditions, see 
later discussion). 

Second, however, participants in the moderate-incentive con- 
dition of  Experiment 1 in the present study apparently set a 
higher response criterion than did participants in our previous 
study, and so exhibited a substantial quantity-accuracy trade- 
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off, even though the payoff schedule and the testing materials 
were the same in both cases. The different criteria are implied 
by the differences in volunteering rates for the two studies (.63 
for recall and .80 for recognition in the previous study versus 
.50 for recall and .55 for recognition in Experiment 1 here). 
Perhaps when the free-report condition follows an initial 
forced-report phase (as in Experiment 1 here), there is a ten- 
dency to be more selective in reporting than when the free-re- 
port condition comes first (as in Koriat & Goldsmith, 1994; cf. 
the observed effect of  phase order in Experiment 2 across the 
deceptive and standard items). 

Turning now to the high-incentive conditions, in both Exper- 
iment 1 of the present study and Experiment 3 in Koriat and 
Goldsmith (1994), volunteering rates were relatively low (.40 
for recall and .50 for recognition in the latter experiment, and 
.43 for recall and .47 for recognition here). Consequently, these 
conditions yielded substantial quantity-accuracy tradeoffs 
when compared with moderate-incentive conditions (and of 
course, when compared with forced-report). Furthermore, 
consistent with the simulation analyses, in each case the in- 
creased accuracy was disproportionately more costly in terms 
of quantity performance than the corresponding increase under 
the more moderate incentive. 

This complex pattern suggests that accuracy motivation must 
be carefully considered in comparing memory performance 
across different conditions. By contrast, in previous quantity- 
oriented studies, quantity incentives had little or no effect on 
participants' quantity performance (e.g., Nilsson, 1987; 
Weiner, 1966a, 1966b), leading researchers to the general con- 
clusion that motivation "does not affect memory performance" 
(Nilsson, 1987, p. 187). Likewise, previous results indicating 
null or very small effects of recall criterion on memory quantity 
performance (e.g., Bousfield & Rosner, 1970; Erdelyi et al., 
1989; Roediger & Payne, 1985; Roediger et al., 1989) were 
taken to suggest that criterion effects can generally be ignored 
( Roediger et al., 1989). This apparent discrepancy underscores 
the fundamentally different concerns of  accuracy-oriented and 
quantity-oriented memory research, the latter focusing almost 
exclusively on quantity motivation and quantity performance. 
Had those other studies, like the experiments here, included a 
condition with a strong incentive for accuracy, they too would 
most likely have found accuracy motivation to affect not only 
accuracy performance but quantity performance as well. 

The Role of  Monitoring Effectiveness 

The second factor that should be of special concern to stu- 
dents of memory accuracy is the effectiveness of  people's mem- 
ory monitoring. Thus, a crucial feature of  the proposed frame- 
work is its emphasis on the contribution of monitoring 
effectiveness to memory performance independent of the con- 
tributions of "retention" and control. As noted earlier, this dis- 
tinguishes our approach from the signal-detection framework, 
in which retention and monitoring effectiveness are combined 
within a single construct. 

Holding retention constant, our results indicate that moni- 
toring effectiveness can have a substantial impact on free-report 
memory performance. First, as illustrated in the simulation 
analyses and in Experiment 1, to the extent that people's moni- 

toring output is discriminating of correct and incorrect an- 
swers, free-report accuracy should benefit greatly. As monitor- 
ing resolution increases, accuracy can be improved with smaller 
costs in quantity performance, so that at the extreme, with per- 
fect resolution, perfect accuracy might be achieved with no sac- 
rifice in quantity at all (see Figures 3 and 4). 

Second, however, both the simulation analyses and the results 
of Experiment 2 indicate that when monitoring effectiveness is 
poor, the exercise of strategic control could be primarily or en- 
tirely detrimental. For instance, the participants in Experiment 
2 exhibited only a minimal ability to monitor the correctness of 
their answers for the deceptive items and therefore were able to 
achieve only a minor increase in accuracy (while still sacrificing 
quantity) given free report. In principle, under more extreme 
conditions in which resolution is completely lacking, the exer- 
cise of control could simply reduce quantity performance with 
no gain in accuracy at all (see Figure 3, Panel a). Worse yet, 
there might even be cases in which people's confidence in their 
answers correlates negatively with the answers' likelihood to be 
correct (see Koriat, 1995a). In that case, the option of free re- 
port (and accuracy motivation) could actually be detrimental 
to memory accuracy performance as well! 

By distinguishing the separate contributions of retention, 
monitoring, and control to free-report memory performance, 
the proposed conceptual framework allows a capitalization on 
the large body of work that has been carried out on metacogni- 
tive processes and their determinants (see, e.g., Gigerenzer et 
al., 1991; Griffin & Tversky, 1992; Koriat, 1993; Koriat et al., 
1980; Lichtenstein et al., 1982; Metcalfe & Shimamura, 1994; 
Miner & Reder, 1994; Nelson & Narens, 1990, 1994; Schwartz, 
1994; Wagenaar, 1988). Such work may prove to be of value in 
explaining variations in memory performance patterns across 
different stimulus materials, memory contexts, and participant 
populations. 

As an illustration, consider the puzzle concerning the obser- 
vation of small but significant recall criterion effects on quantity 
performance in certain experiments but not in others (see Er- 
delyi et al., 1989; Roediger et al., 1989). Erdelyi et al. (1989) 
proposed that the guessing base rate for the stimuli may be the 
critical factor: When the base rate is relatively high, forced-re- 
call instructions that induce guessing will succeed in increasing 
the number of correct responses beyond that obtained under 
standard free-recall instructions. In terms of our framework, 
this proposal implicates monitoring resolution as the critical 
factor: A polarized recall monitoring distribution with good 
resolution (see Figure 4, Panel b) entails a low guessing base 
rate, and according to the model, little or no quantity-accuracy 
tradeoff. In contrast, a less polarized monitoring distribution 
with reduced resolution, reflecting an increased contribution of 
guessing or plausible inference (e.g., the recognition monitoring 
in Experiment 1; and see Footnote 1 l, later), should yield a 
stronger quantity-accuracy tradeoff. The advantage of casting 
the "guessability" explanation in terms of metamemory moni- 
toring parameters is that it places the issue within a wider theo- 
retical framework, thus enabling further predictions. According 
to our model, any condition that causes the distribution of as- 
sessed probabilities to he less polarized, or in any other way 
reduces resolution, should result in a larger quantity-accuracy 
tradeoff and hence in a greater quantity advantage for forced 
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report. Thus, for instance, Roediger et al. (1989) reported 
larger recall-criterion effects after a 1 week delay than on an 
immediate test. If short retention intervals are also associated 
with better monitoring resolution (see Koriat, 1993), then this 
finding might be explained within our framework as well. 

More generally, recent work on metamemory indicates sev- 
eral factors that can influence metacognitive judgments inde- 
pendent of actual retention (e.g., Chandler, 1994; Kelley & Lin- 
dsay, 1993; Reder & Ritter, 1992; Schwartz & Metcalfe, 1992; 
see Discussion of Experiment 2). Hence, given the mediating 
role of monitoring and control processes, such factors would 
be expected to affect free-report performance independent of 
forced-report performance and to exert differential effects on 
accuracy-based and quantity-based memory measures. Fur- 
thermore, our understanding of  memory impairment in certain 
special populations or following certain experimental interven- 
tions (e.g., postevent misinformation) could benefit greatly 
from an analysis that traces the sources of these impairments 
to aspects of monitoring and control, as well as, or instead of, 
retention (e.g., Janowski et al., 1989; Klatzky & Erdelyi, 1985; 
Koriat et al., 1988; Moscovitch, 1995; Nelson et al., 1990; Per- 
fect & Stollery, 1993; Shimamura & Squire, 1986; Weingardt et 
al., 1994). 

Finally, the lessons of  metacognitive research might also be 
applied to the enhancement of people's memory performance 
(e.g., eyewitness testimony). Thus, in addition to the tradi- 
tional techniques designed to improve encoding and retrieval 
(e.g., Fisher & Geiselman, 1992; Fisher et al., 1989; Herrmann, 
1993), we may envisage parallel techniques designed to im- 
prove monitoring effectiveness (see Bjork, 1994; Druckman & 
Bjork, 1994) and engender a more optimal control of memory 
reporting. Indeed, in pointing out the potential performance 
consequences of metacognitive judgments in many real-world 
contexts, Bjork (1994) has stressed that "it is as important to 
educate subjective experience as it is to educate objective expe- 
rience" (p. 194; see also Nelson & Narens, 1994). So far, how- 
ever, efforts to improve memory monitoring (focusing primar- 
ily on calibration rather than on resolution) have met with only 
limited success (e.g., Fischhoff, 1982; Gigerenzer et al., 1991; 
Koriat et al., 1980; Lichtenstein & Fischhoff, 1980). Further 
efforts are certainly called for. 

Incorporating Subject Control Into the Assessment of 
Memory Performance 

Notwithstanding the advantages just mentioned, the theoret- 
ical framework advanced in this article implies a particular view 
of  memory that poses some serious problems for the task of  
assessing memory. How can we sensibly evaluate a person's 
memory if memory performance, particularly memory accu- 
racy, is under the person's control? When remembering is seen 
to involve strategic monitoring and control processes, we must 
face the question of  whether the contributions of such processes 
can or should be incorporated into memory assessment, or 
whether they should instead be discounted as extraneous to 
"true" memory (cf. Klatzky & Erdelyi, 1985; Nelson & Narens, 
1994). 

The Search for "True" Memory 

The aforementioned issue reflects a fundamental dilemma in 
memory research, which can be illustrated generally with re- 
spect to Tulving's (1983) multicomponent model. That model 
distinguishes 13 elements of the episodic memory system--for  
instance, the memory engram, which is the product of  encod- 
ing, and ecphoric information, which is the product of  a process 
(ecphory) that combines information from both the retrieval 
cues and the engram. This particular distinction was motivated 
by results indicating that memory performance depends not 
only on learning but also on the specific conditions of  testing 
(e.g., Tulving & Thomson, 1973; Watkins & Tulving, 19"J5), 
Such findings were taken to "highlight the futility of attempting 
to make global statements about memory" (Schacter, 1989, p. 
691; see also Bjork, 1994). From this perspective, the distinc- 
tion between "true" memory and extraneous factors becomes 
problematic: Are we to identify memory with the engram com- 
ponent alone or should we consider, for example, ecphoric pro- 
cessing to be an integral aspect of  memory (see Tulving, 1983, 
p. 180)? (Similar questions can also be raised with regard to 
other elements in Tulving's model; see Koriat & Goldsmith, 
1996a.) It is important to note that this is not just a philosophi- 
cal issue--one's  answer will probably dictate to a large extent 
his or her ensuing research strategy (see, e.g., Watkins, 1979; 
1990). 

This same issue may be extended to encompass the relation- 
ship between metamemory and memory as well. As pointed out 
earlier, metamemory research has shown people to call on a va- 
riety of  strategic decision processes that can affect their ultimate 
memory performance. For example, at the retrieval stage alone, 
people can decide whether to initiate search on the basis oftbeir  
preliminary feeling of  knowing (Kolers & Paler, 1976; Nelson 
& Narens, 1990; Norman, 1973; Reder, 1987, 1988); whether 
to use an inferential or a direct-retrieval strategy (Reder, 1987, 
1988; Reder & Ritter, 1992; Ross, 1989); when to terminate the 
search (Barnes et al., 1995; Costermans et al., 1992; Gruneberg 
et al., 1977; Nelson & Narens, 1990; Nelson et al., 1990); and 
even when the information is reached, whether or not to report 
it (Barnes et al., 1995; Klatzky & Erdelyi, 1985; Koriat & Gold- 
smith, 1994) and what level of generality or "grain size" to 
adopt (Neisser, 1988; Yaniv & Foster, 1995, in press). Thus, 
here too, the question arises, How should the operation of  such 
strategic-decisional processes be handled in memory research? 

Perhaps the most common approach is to treat subject-con- 
trolled processing as a nuisance factor that should be eliminated 
or partialled out in order to achieve a memory measure that has 
been "cleansed" of  extraneous contributions. Thus, Nelson and 
Narens (1994) noted that 

Ironically, although the self-directed processes are not explicitly 
acknowledged in most theories of memory, there is an implicit ac- 
knowledgment on the part of investigators concerning the impor- 
tance of such processes. The evidence for this is that investigators 
go to such great lengths to design experiments that eliminate or 
hold those self-directed processes constant via experimental con- 
trol! (p. 8) 

Such disparagement of  subject control seems to predominate 
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in the quantity-oriented assessment of memory, 9 and curiously 
enough, this tendency has actually been reinforced by the appli- 
cation of the signal-detection methodology to memory. Of 
course, signal-detection theory has contributed greatly to an 
awareness of subject-controlled decision processes in memory. 
However, because signal-detection measures such as d' and the 
corrected hit rate(i.e., hit rate minus false alarm rate; see Swets, 
1986) are held to provide an estimate of memory strength that 
is unbiased by variation in subject control (/3, commonly re- 
ferred to as "response bias"), these measures are often used like 
other techniques that correct for the effects of guessing (e.g., 
Budescu & Bar-HiUel, 1993; Cronbach, 1984; Gregg, 1986) in 
order to obtain a "pure" quantity measure (see also Banks, 
1970; Koriat & Goldsmith, 1994). Similarly, with regard to 
free-report performance, the logic of signal-detection theory 
has typically motivated researchers to control for criterion 
effects on memory quantity measures (e.g., by using forced-re- 
call procedures; Erdelyi & Becker, 1974; Klatzky & Erdelyi, 
1985 ) rather than to investigate the contribution of subject-con- 
trolled processes to memory accuracy as a topic of interest in its 
own right. 

Clearly, such an approach is unsuitable for the accuracy-ori- 
ented evaluation of memory. Consider, for example, the recent 
upsurge of interest in children's memory, prompted by "a grow- 
ing concern about children's abilities to provide accurate testi- 
mony in legal proceedings" (Ornstein, Gordon, & Baker-Ward, 
1992, p. 135; see also Ceci & Bruck, 1993; Ceci, Ross, & Toglia, 
1987; Loftus & Davies, 1984; Poole & White, 1991, 1993). 
With regard to this issue, it is in fact the trustworthiness of what 
the child decides to report (output-bound accuracy perfor- 
mance) rather than the amount of correct information reported 
(input-bound quantity performance) that is of foremost con- 
cern (though, of course, both aspects may be examined in tan- 
dem; see later discussion). Hence, addressing this issue by com- 
paring memory quantity performance across age groups after 
ensuring a common criterion (by using forced-report testing 
procedures or calculating a corrected hit rate) would seem to 
miss the point. Instead, we would like to know, To what extent 
does the children's combined arsenal of memory and meta- 
memory processes allow them to produce information that can 
be depended on to be correct? To answer that question, the chil- 
dren's metamemory processes must be allowed to operate and 
exert their influence (see also Koriat & Goldsmith, 1996a). 

In sum, because subject-controlled metamemory processes 
constitute an important means by which people manage their 
memory accuracy, one cannot simply circumvent these pro- 
cesses in accuracy-oriented research. On the contrary, when in- 
terest centers on the faithfulness of memory, and in particular, 
on the dependability of memory reports in real-life settings, it 
would seem imperative to treat the ongoing regulation of mem- 
ory performance as an intrinsic aspect of memory functioning 
(see Barnes et al., 1995; Koriat & Goldsmith, 1994, 1996a, 
1996c; Metcalfe & Shimamura, 1994; Neisser, 1988; Nelson & 
Narens, 1990, 1994). An important challenge, then, is to find a 
way to incorporate the contribution of subject-controlled meta- 
memory processes into the evaluation of memory performance. 

Quantity-Accuracy Profiles 
The method that we propose for investigating free-report per- 

formance involves supplementing the standard point-estimate 
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Figure 7. Illustrative quantity-accuracy profiles comparing test for- 
mat. Potential free-report memory quantity and memory accuracy per- 
formance (percent correct) is plotted as a function of Pro level for the 
recall and recognition participants in Experiment 1 from their forced- 
report monitoring and performance data. Actual free-report quantity 
and accuracy measures for each Test Format (recall vs. recognition) × 
Accuracy Incentive (MI = moderate incentive; HI = high incentive) 
condition are also plotted as bullets above the Pro estimate for that 
group. P~c = response criterion probability. 

measures of memory with memory performance profiles that 
take retention (ecphoric information), monitoring, and control 
into account. This solution resembles that of plotting memory 
operating characteristic (MOC) curves in the application of the 
signal-detection methodology.~° Like an MOC curve, the pro- 
posed quantity-accuracy profile (QAP) describes the joint lev- 
els of quantity and accuracy performance that can be achieved 
under given conditions. 

To illustrate the method, Figure 7 presents two QAPs, which 
were derived at the group level for the recall and recognition 
participants of Experiment 1. For each participant, the moni- 
toring and performance data from the forced-report phase (i.e., 
the correctness and assessed probability of each answer in Phase 
1 ) were used to compute the quantity and accuracy perfor- 
mance that would ensue at each response criterion (Prc) level. 
(The method is essentially the same as that used in the earlier 

9 A notable exception is the treatment of organizational strategies in 
recall (e.g., Bousfield, 1953; Bower, 1970; Tulving, 1962). 

~0 We remind the reader that the signal-detection methodology is gen- 
erally limited to forced-report recognition tasks. Although Type 2 MOC 
curves (proportion correct plotted as a function of commission error 
rate) can be derived from forced recall data (e.g., Murdock, 1966), in 
that case both d' and ~ lose their usual interpretations: The Type 2 d' 
becomes a measure of monitoring effectiveness (the discrimination of 
correct from incorrect answers) rather than retention, and "there is no 
sense in which a Type 2 d' 'corrects' recall probabilities for response 
biases" (Lockhart & Murdock, 1970, p. 108). (For further discussion 
of the complications inherent in Type 2 analyses, see Banks, 1970; Bern- 
bach, 1967; Healy & Jones, 1973; Murdock, 1974.) 
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of  analysis holds as an assessment procedure.  Briefly, it can be 
seen that both of  the QAPs exhibit a similar pattern, yet there 
are some notable differences: First, as may be expected, forced- 
report performance (Prc = 0 for recall, P,c = .20 for recognition ) 
is higher for recognition than for recall. Second, however, a sud- 
den j u m p  in accuracy accompanied by little loss in quantity 
appears for recall participants as soon as they are allowed to 
withhold any answers at all (P= = .  10), whereas the correspond- 
ing gain in accuracy for recognition participants at Pro = .30 is 
less pronounced and is accompanied by a symmetr ic  reduction 
in quanti ty performance. Third,  quanti ty performance drops 
more slowly for recall than for recognition as P,c is increased. 
These latter two trends appear to derive from the greater polar- 
ization and resolution of  the recall monitor ing noted earlier 1~ 
(although they may also stem in part from the different baseline 
levels of  forced-report performance) .  Overall, however, poten- 
tial accuracy is as high for recognition as for recall (note  also 
the stricter recognition criterion settings, reported earlier), and 
thus free-report recognition memory  may be generally superior 
to recall when considering both accuracy and quantity perfor- 
mance together. 

Group  QAPs could be used to supplement the standard 
memory  measures and provide a more comprehensive picture 
of  the effects of  many different kinds of  experimental  manipu-  
lations. Figure 8 presents a more vivid example,  in which group 
QAPs portray the effects of  the monitoring manipulat ion in Ex- 
periment  2 here. 

QAP assessment may also be applied at the individual level. 
For illustrative purposes, Figure 9 presents the memory  profiles 
for 6 selected recall participants from Experiment  1 (all of  these 
participants except Participant C were in the high accuracy-  
incentive condition).  If  we were to look only at forced-report 
performance (P= = 0)  as a point-estimate of  memory  retention, 
we would find clear differences between the participants '  per- 
formance. However, the profiles offer much more than this. For 
example, although Participants A and B demonstrated more or 
less equivalent forced-report performance, B's superior moni-  
toring effectiveness (about twice as high as that of  A on the 
A N D I  measure)  allows for far greater accuracy potential. Sim- 

Figure 8. Illustrative quantity-accuracy profiles comparing two levels 
of monitoring effectiveness. Potential free-report memory quantity and 
memory accuracy performance (percent correct) is plotted as a func- 
tion of Pro level for the participants in Experiment 2, comparing the 
standard ( STD ) and deceptive (DEC) monitoring conditions ( Panel a), 
and comparing the matched-standard (STD') and deceptive monitoring 
conditions (Panel b). Actual free-report quantity and accuracy mea- 
sures for each monitoring condition are also plotted as bullets above the 
Prc estimate for that condition. Pro = response criterion probability. 

simulation analyses, but  here the actual monitor ing data were 
used instead of  hypothetical data.) The means o f  the simulated 
quanti ty and accuracy scores at each criterion level were then 
plotted for each test-format group. In addition, the actual 
means of  the free-report accuracy and quanti ty scores for each 
experimental  group (Test Format  × Incentive) are also marked 
above the mean estimated Pro setting for that group. 

A quick comparison of  the recall and recognition functions 
can serve to illustrate some of  the potential value that this type 

l ~ Although we have included test-format comparisons primarily for 
illustrative purposes, one could speculate that there may in fact be a 
systematic difference in the quality of recall and recognition monitor- 
ing. Recall testing may tend to induce relatively distinct subjective states 
of "knowing" and "not knowing," thereby giving rise to a fairly polar- 
ized monitoring output• Multiple-choice recognition testing, in con- 
trast, might yield monitoring that is more judgmental in nature, in 
which participants recruit a variety of considerations to assess the prob- 
ability that a particular alternative is correct (see Koriat et al., 1980). 
Thus, we might expect a more graded (less polarized) monitoring out- 
put for recognition than for recall, and hence lower monitoring resolu- 
tion (as was found in Experiment 1 ). Moreover, to the extent that as- 
pects of the retrieval process itself (e.g., fluency and latency) provide 
generally valid cues regarding the correctness of candidate answers 
(Begg, Duft, Lalonde, Melnick, & Sanvito, 1989; Kelley & Lindsay, 
1993; Koriat, 1993; Nelson & Narens, 1990), then being deprived of 
such cues, recognition monitoring might be expected to be inferior for 
this reason as well (see Dunlosky & Nelson, in press, mentioned earlier 
in Footnote 6). This would seem to be an important topic for future 
research. 
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Figure 9. Illustrative quantity-accuracy profiles for six selected recall participants in Experiment 1. In 
each profile, potential quantity and accuracy performance (percent correct) is plotted as a function of  Pr¢ 
level, based on the forced-report (Phase l ) monitoring and performance data for that participant. Actual 
free-report ( Phase 2 ) accuracy and quantity scores are also plotted as bullets above the estimated P,¢ setting 
used by the participant. Each participant's adjusted normalized discrimination index (ANDI)  measure of  
monitoring resolution (Yaniv et al., 1991 ) is also presented. Pro = response criterion probability. 
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ilarly, in comparing Participants C and D, D's potential quan- 
tity performance is superior to C's across the range of criterion 
levels, and D's greater resolution allows a high level of accuracy 
to be achieved at virtually no cost in the number of correct an- 
swers provided. In the next profile, Participant E may achieve a 
fairly high degree of accuracy with little cost in quantity under 
a moderate accuracy incentive, yet under a high accuracy in- 
centive will require a large sacrifice in quantity to achieve a rel- 
atively small improvement in the dependability of  her memory 
report. Finally, Participant F not only demonstrates excellent 
memory quantity but also can achieve perfect accuracy when 
simply given the option of free report. However, this participant 
is somewhat underconfident about answers that are in fact cor- 
rect, and therefore the high accuracy incentive induced a sub- 
stantial proportion of  these to be withheld. 

According to the QAPs, then, which individuals exhibited the 
best overall memory? To answer such a question, one may need 
to take into account functional considerations pertaining to the 
circumstances of  the memory report (see Koriat & Goldsmith, 
1996a, 1996c). For instance, in deciding between C's and E's 
memory performance, despite E's superior quantity potential, 
for a key witness in a capital trial, we might actually prefer C's 
memory because of  the very high premium placed on memory 
accuracy in such situations. 

QAPs may be used to separate the effects of  different variables 
on memory retention, monitoring, and control in a manner 
similar to the way signal-detection methods allow one to distin- 
guish differential effects on d'  and ~. Effects on the retention and 
accessibility of  information can be examined with respect to 
quantity performance for any given level of confidence 
(including forced-report). Effects on monitoring can be exam- 
ined both in terms of resolution indexes, such as gamma 
(Nelson, 1984) or ANDI (Yaniv et al., 1991 ), and in terms of  
potential accuracy across the range of criterion levels. The free- 
report phase adds information about control: Effects on the 
control policy (including its optimality; see Footnote 7) can be 
determined by estimating actual free-report criterion levels us- 
ing the computational method used here (see Table 2). Such 
analyses might be applied, for instance, to trace the sources of 
individual or group differences in memory functioning (e.g., 
aging, brain damage, etc.) or to investigate the effects of  such 
standard manipulations as retention interval (e.g., Bahrick, 
Hall, & Dunlosky, 1993) and postevent misinformation (e.g., 
Weingardt et al., 1994) on both accuracy and quantity 
performance. 

In sum, the focus on memory accuracy calls for an approach 
in which the operation of metamemory processes is treated as 
an integral aspect of  remembering. The proposed QAP meth- 
odology allows the incorporation of monitoring and control 
processes into the assessment of memory performance, while 
also affording an evaluation of their separate contributions. 

Concluding Remarks 

As we noted in introducing this article, remembering in ev- 
eryday life is guided by a variety of goals other than simply re- 
producing as much information as possible (see also, Neisser, 
1996; Neisser & Fivush, 1994; Winograd, 1996). Toward 
achieving these goals, rememberers routinely use various 

means of  regulating their memory reporting. They may, for in- 
stance, choose what aspects of  the event to relate, which to play 
down or ignore, what perspective to adopt, what level of gener- 
ality or detail to provide, and so forth (see Neisser, 198 l, 1988; 
Nigro & Neisser, 1983; Ross & Buehler, 1994). Such strategic 
regulation presents an important challenge to researchers who 
wish to bring into the laboratory some of the dynamics of  re- 
membering in everyday life. Two basic problems emerge 
(Koriat  & Goldsmith, 1996b, 1996c): First, how can subject- 
controlled regulatory processes be made amenable to experi- 
menter-controlled scientific study? Second, given that memory 
accuracy is under the strategic control of  the rememberer, how 
can the impact of such control be accommodated by our meth- 
ods of memory assessment? 

In the present work, we took a modest step toward tackling 
these problems, focusing on one particular type of  strategic reg- 
ulation. Thus, beyond its specific theoretical and empirical con- 
tributions, the work illustrates how some of the dynamics un- 
derlying the real-life regulation of memory accuracy can be ex- 
perimentally studied. It also offers a general methodology that 
can be used to incorporate subject-controlled metamemory 
processes into the evaluation of  memory performance. Finally, 
the work shows how an accuracy-oriented approach to memory 
can bring to the fore questions that might be neglected when the 
focus is strictly on memory quantity. Of course, in everyday life, 
people have more means available to manage their memory re- 
porting than just the simple option of  volunteering or withhold- 
ing particular items of  information. Thus, a better understand- 
ing of the strategic regulation of  memory performance in real- 
life contexts will require greater efforts to bring these other as- 
pects of subject control under systematic investigation. 
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A p p e n d i x  

D e t a i l s  o f  t h e  S i m u l a t e d  M o n i t o r i n g  M a n i p u l a t i o n s  

The simulation analyses exploring the effects of monitoring on free- 
report memory performance assumed a situation in which candidate 
answers are assigned to one of 11 assessed-probability categories (0, 
• 10, . . . . .  90, 1.0) and exactly 50% of the answers are correct. The 
quality of monitoring was manipulated by independently varying the 
proportion-correct for each category (correspondence), and the rela- 
tive-frequency of each category (polarization). Each manipulation will 
now be detailed. 

The correspondence between the proportion correct and the assessed 
probability of each category was manipulated using the parameter s in 
the following formula: 

PCi=PAi+[(1-s ) (O.5-PAi )]  [ s : 0 < s <  1.0], (A1) 

where for each category, i, PC~ is the proportion correct and PA~ is the 
assessed-probability level. 

It may be seen that s is the slope of the resulting calibration function. 
When s = 0, then PC~ = .50 for all categories ( no correspondence), and 
when s = 1, then PCi = PA~ for all categories (perfect correspondence). 
Intermediate values ofs  determine the extent to which PCi approaches 
its perfectly calibrated value ofPA~. 

The polarization manipulation varied the distribution of the candi- 
date answers among the 11 assessed-probability levels (RP~--relative 
proportion in each category) according to the parameter d. We first 
defined three boundary distributions: d = - 1.0, all answers are assigned 
to the category PA = .50 (unipolar); d = + 1.0, half of the answers are 
assigned to each of two categories, PA = 0 and PA = 1.0 (bipolar); d = 
0, the answers are evenly distributed between the 11 categories, that is, 
RP~ = 1 / 11 (uniform). 

Between these boundary distributions, d determined the shape pa- 

rameters, p and q, of the standard-form beta distribution (Johnson & 
Kotz, 1970, p. 37), which was used to set the RP of each category as 
follows: 

(a) The shape parameters were set according to the formula: 

p = q =  1.8 ~-a)°°) [ d : - l . 0 < d < 0 ]  

p = q =  1.5 ~-a)°°) [ d : 0 < d < l . 0 ] .  (A2) 

(b) The cumulative proportion (CPt) of answers at or below each 
assessed-probability level (i), indexed from lowest (PA~ = 0) to highest 
(PAi t = 1.0), was then determined by the function: 

CPi = PROBBETA(i/1 l ,p ,  q). (A3) 

The function returns the probability value of the standard-form beta 
distribution with parameters p and q, evaluated at the point, i/11. 

(c) The relative proportion (RP~) for each category was computed 
from the obtained cumulative distribution. 

Equation A2 was designed to achieve a gradual bipolarization (d > 
0) and unipolarization (d < 0) of the distribution across the range o fd  
values. Because p = q, the distribution of answers is always symmetric 
about the PA = .50 category. 

Also note that both the correspondence and the polarization manip- 
ulations leave the overall proportion of correct answers unchanged 
( PC, ot~ = .50). 
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