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A B S T R A C T

Affixal inflectional morphology has been intensively examined as a model of productive aspects of language.
Nevertheless, little is known about the neurocognition of the learning and generalization of affixal inflection, or
the influence of certain factors that may affect these processes. In an event-related fMRI study, we examined the
neurocognition of the learning and generalization of plural inflections in an artificial language, as well as the
influence of both affix type frequency (the proportion of words receiving a given affix) and affix predictability
(based on phonological cues in the stem). Adult participants were trained in three sessions, and were scanned
after the first and last sessions while inflecting trained and untrained words. Untrained words yielded more
activation than trained words in medial frontal (including pre-SMA) and left inferior frontal cortices, which
have previously shown activation in compositional grammatical processing. A reliance on phonological cues for
untrained word inflection correlated positively with pre-SMA activation, but negatively with activation in the
pars triangularis. Thus, pre-SMA may be involved in phonological cue-based composition, while the pars
triangularis underlies alternative processes. Inflecting trained items yielded activation in the caudate head
bilaterally, only in the first session, consistent with a role for procedural memory in learning grammatical
regularities. The medial frontal and left inferior regions activated by untrained items were also activated by
trained items, but more weakly than untrained items, with weakest activation for trained-items taking the high-
frequency affix. This suggests less involvement of compositional processes for inflecting trained than untrained
items, and least of all for trained inflected forms with high-frequency affixes, consistent with the storage of such
forms (e.g., in declarative memory). Overall, the findings further elucidate the neural bases of the learning and
generalization of affixal morphology, and the roles of affix type frequency and affix phonological predictability in
these processes. Moreover, the results support and further specify the declarative/procedural model, in
particular in adult language learning.

1. Introduction

Affixal inflectional morphology has often been used as a model for
investigating the learning and processing of productive aspects of both
first and second language, and their neural bases. Inflectional affixes
within a given morphological system tend to vary in the extent of their
applicability, based on various factors such as affix type frequency (the
proportion of words receiving a given affix; Croft (2007)) and affix
predictability (the degree to which the affix can be predicted from
phonological or other cues in the stem). Indeed, as we shall see,
behavioral evidence suggests that both affix type frequency and affix
predictability seem to modulate both the learning and generalization of
affixal inflection. However, we are not aware of any previous studies

investigating the neural bases of the influence of these factors on affixal
inflection, or even the neural substrates of learning and generalizing
affixal inflection more generally. The current study was designed to
address these gaps, with possible broader relevance to other productive
aspects of language. Specifically, the aim of this behavioral and fMRI
study was to elucidate the neurocognition of the acquisition and
generalization of affixal inflection in adults learning an artificial
language, in a multi-session training paradigm, while probing the
influence of affix type frequency and affix predictability.
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1.1. Behavioral evidence regarding the influence of affix type
frequency and affix predictability on affixal inflection

1.1.1. Evidence from natural languages
The influence of both affix type frequency and affix predictability on

affixal inflection has been examined in natural language. To date such
behavioral research has focused on first language, with little work on
second language. Additionally, most such studies have investigated the
effects of generalizing inflectional affixes (to novel or irregular forms),
with little research probing the effect of these variables on the learning
or processing of existing inflected forms.

At least in first language, higher affix type frequency seems to be
associated with a greater tendency to generalize inflectional affixes.
(We are aware of no work on affix type frequency in second language.)
For example, Dabrowska and Szczerbiński (2006) found that 2 and 3
year old children's application of inflectional affixes to nonce words in
Polish was positively correlated with the inflectional affixes’ frequen-
cies. In other studies, overgeneralization (over-regularization) rates of
inflectional affixes to irregulars (e.g., ‘goed’) seem to correlate with the
inflection's affix type frequency, with fairly high rates for the (high affix
frequency) regular ‘–ed’ past tense and ‘–s’ plural inflections in English
(Maslen et al., 2004), but low rates for the (low affix frequency) '–s'
plural inflections in German (Köpcke, 1998).

When words with common semantic or phonological characteristics
take the same inflectional affix, these characteristics can act as cues to
the affix. The degree to which cues can reliably predict inflectional
affixes can vary. The predictability of an inflectional affix, given a cue,
can be defined as the proportion of words with the cue that take the
affix out of the total number of words containing the cue. In some
languages, semantic and phonological cues are correlated. For exam-
ple, gender serves as a cue for the selection of plural inflectional affixes
for Hebrew nouns (-ot vs.-im), and is itself at least partly predictable
based on word-final phonemes (Berent et al., 1999; Ravid et al., 2008).
In other languages (e.g., plural inflections of German nouns; Laaha,
2011) phonological cues are not correlated with semantic cues, and
both types of cues may help predict the correct inflection. Phonological
cue predictability has been found to correlate positively with both the
learning and generalization of inflectional affixes, in both first and
second language. Laaha (2011) found that native German speaking
children perform better at producing existing inflected forms that have
more predictable plural affixes, suggesting that these forms were better
learned. In native speakers greater phonological cue predictability also
appears to be associated with a higher generalization rates of inflec-
tional affixes, both to novel forms (Albright and Hayes, 2003) and to
irregulars, in the form of over-regularizations (Hartshorne and Ullman,
2006). Note that the examination of phonological predictability for
stem-changing irregulars (Pinker, 1991; Pinker and Ullman, 2002) is
not discussed here, as we focus on affixal inflection. Finally, higher
phonological predictability has been found to improve both the
learning and generalization of affixal inflection in second language
(Kempe and Brooks, 2008).

1.1.2. Evidence from artificial languages
Although most previous work on the influence of affix type

frequency and affix predictability on morphology has, not surprisingly,
examined natural language, research has begun to turn to artificial
languages to examine these issues. Artificial language paradigms are
particularly well suited for examining learning and generalization
because one can tightly control the amount and type of language
exposure, such as manipulating factors of interest in the input.
Artificial linguistic paradigms have the added advantage that, likely
because they are small, they can generally be learned to reasonably
high proficiency over the course of hours to days, thereby enabling the
longitudinal examination of language learning and generalization.

Hence, despite concerns regarding their ecological validity because
they do not reflect the full complexity of natural languages, artificial

languages have been widely used in the investigation of both vocabu-
lary (Tamminen et al., 2012; Davis et al., 2009) and grammar (Ellis and
Schmidt, 1997; Merkx et al., 2011; Morgan-Short et al., 2012a, 2012b).
Importantly, performance at artificial language learning has been
found to correlate positively with natural second language learning
(Ettlinger et al., 2016), and training on an artificial language can result
in native-like brain activity patterns (Morgan-Short et al., 2012a,
2012b). Thus, results from artificial languages show a likelihood of
generalizability to natural languages.

Note that although researchers have used artificial language para-
digms as models of first language acquisition (e.g., Karuza et al., 2013),
in the present study we interpret the learning and generalization of the
artificial language as a model of second language learning (e.g.,
Morgan-Short et al., 2012a, 2012b), since in this study learning occurs
in adulthood (when participants have already learned at least their first
language), and moreover, as in a second language, the artificial
language involved learning inflections for familiar items (e.g., apple;
see Methods).

We are aware of three artificial language studies investigating the
influence of affix type frequency on the learning or generalization of
affixal inflection. In two studies, Ellis and Schmidt (1997, 1998) found
that higher affix type frequency facilitates the acquisition of trained
inflected forms in an artificial language. Similarly, Bybee and Newman
(1995) observed that higher affix type frequency improved the general-
ization of affixes to untrained words.

Additionally, in a recent artificial language study we examined the
effects of both affix phonological predictability and affix type frequency
on the learning and generalization of affixal inflection (Nevat et al.,
under review). In this purely behavioral study, we used an artificial
language paradigm similar (but not identical) to the one examined in
the present study. Three groups of adult participants were trained on
plural inflectional suffixes in the artificial language, with an orthogonal
manipulation of suffix type frequency and phonological predictability
across groups. The results indicated that participants inflected trained
words with high-frequency suffixes more accurately than those with
medium- and low-frequency suffixes (with the worst performance on
those with medium-frequency suffixes). Moreover, for untrained words
participants relied on the predictability of rime cues when selecting the
affix, a reliance which increased with exposure to the language. These
findings reveal the importance of both suffix type frequency and suffix
phonological predictability in the learning and generalization of affixal
morphological inflection in an artificial language learned as an adult.

1.2. Relevant theoretical and empirical neurocognitive research

Although behavioral studies are beginning to elucidate the influence
of affix type frequency and affix predictability on affixal inflection, as
mentioned above we are aware of no prior research on the neural bases
of the effects of these factors on affixal inflection, nor more generally on
the functional neuroanatomy of the learning and generalization of
affixal inflection. Nevertheless, prior theoretical and empirical neuro-
cognitive research on other aspects of language provides a foundation
on which to examine these issues.

1.2.1. A neurocognitive theoretical account: the declarative/
procedural model

A number of neurocognitive models have been proposed to explain
the processes involved in learning and processing a second language,
and how these may differ, overlap, or interact with those underlying
first language (e.g., Abutalebi, 2008; Clahsen and Felser, 2006;
Hernandez et al., 2005; Paradis, 1994; Ullman, 2015). The model that
appears to make the most specific neuroanatomical predictions for
grammar learning in a second language, and which provides our
primary predictions, is the Declarative/Procedural (DP) model
(Ullman, 2001a, 2001b, 2004, 2005, 2015, 2016). We therefore focus
on this model here. Note that this does not imply that the other models
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are incorrect, or that our results are inconsistent with these models;
however, such comparisons are not the focus of this study.

According to the DP model, language learning, storage, and use
depend heavily on two general-purpose learning and memory systems,
declarative memory and procedural memory (see following
paragraphs for specifics on these systems). The model posits that
idiosyncratic knowledge, including of simple words and irregular
morphological forms, is always learned and stored in declarative
memory. Rule-governed grammatical knowledge, in contrast, can be
learned and processed in either system. In both first and second
language aspects of grammar are generally learned initially in declara-
tive memory (e.g., as chunks or explicit rules), since this system learns
faster than procedural memory. However, gradually procedural mem-
ory learns the underlying rules, which eventually become automatized.
Although this occurs in both first and second language, there should be
an increased and longer lasting dependence on declarative memory for
grammar in later-learned second language, since learning in declara-
tive memory improves over the course of childhood, while learning (or
consolidation) in procedural memory may attenuate. Indeed, adults
learning a second language may never proceduralize aspects of their
grammar as much as first language learners, perhaps even after years of
exposure.

The procedural memory system, which is rooted in frontal/basal-
ganglia circuits, underlies the implicit learning of a wide range of motor
and cognitive skills (Eichenbaum, 2003; Gabrieli, 1998; Squire, 2004;
Ullman, 2004, 2016). Note that we use the term procedural memory to
refer to a particular brain system and its characteristics, rather than
implicit memory more generally, which is how some researchers use
the term. Skilled performance requires the extraction of recurring
elements from a series of separate events (Squire, 2004), and is
therefore gradually acquired. In the network of brain structures
underlying procedural memory, the basal ganglia play a critical role
in the learning and consolidation of motor and cognitive skills, whereas
frontal regions may be more important for processing skills after they
have been automatized. Within the basal ganglia, the caudate nucleus
(and the anterior putamen) may be especially important for skill
acquisition (Ashby et al., 2007; Doyon and Benali, 2005); the head of
the caudate may be particularly important (Ullman, 2004, 2016).
Implicated frontal regions include premotor and related cortex,
including the pars opercularis of the inferior frontal gyrus
(Brodmann's area (BA) 44), lateral premotor cortex (BA 6, in the
precentral gyrus and extending more anteriorly), and the supplemen-
tary motor area (SMA; note that pre-SMA is the anterior portion of
SMA).

The declarative memory system has traditionally been defined as
the brain system that underlies explicit knowledge (i.e., knowledge that
can be brought to conscious awareness). This brain system, which is
well studied in both humans and non-human animals, is rooted in the
hippocampus and other medial temporal lobe structures (Eichenbaum,
2003; Gabrieli, 1998; Squire, 2004; Ullman, 2004, 2016). These
structures are critical for the learning and consolidation (stabilization)
of new knowledge, which however eventually relies largely on neocor-
tical regions (Davis and Gaskell, 2009). Other brain structures also play
a role, such as anterior and ventral regions of the inferior frontal gyrus
(BA 45 and 47, including pars triangularis of the inferior frontal gyrus),
which seem to be involved in aspects of recall (Ullman, 2004, 2016).
Declarative memory, which evidence now suggests underlies implicit as
well as explicit knowledge, may be specialized for learning and
representing idiosyncratic (non-derivable) information and arbitrary
associations; indeed, this system may be necessary for learning such
information and associations.

The two memory systems also interact. Of particular interest here,
there appears to be a negative relation between the two systems, which
we refer to as the seesaw effect (Ullman, 2004, 2016). For example, the
dysfunction of one system can result in the enhancement of the other.
Moreover, learning in declarative memory may inhibit learning in

procedural memory (Ullman, 2004, 2016; Poldrack and Packard,
2003).

1.2.2. Relevant neurocognitive evidence
Two broad lines of prior empirical research are particularly relevant

to the examination of the neural bases of learning and generalizing
affixal inflectional morphology. First, a substantial number of neuroi-
maging studies have probed affixal morphology. However, these have
focused on the processing (rather than the learning or generalization)
of regular (affixal) inflection, primarily in adults, and mainly in first
language (e.g., Beretta et al., 2003; Desai et al., 2006; Sahin et al.,
2006; Tyler et al., 2005), though also in second language (Pliatsikas
et al., 2014). We are aware of no neuroimaging studies of the learning
or generalization of affixal morphology in artificial language paradigms.
Of interest here, although results vary somewhat across studies, regular
inflection has been associated with inferior frontal regions, especially
left pars opercularis (BA 44) (Beretta et al., 2003; Desai et al., 2006;
Pliatsikas et al., 2014; Sahin et al., 2006; Tyler et al., 2005), but also
SMA (Desai et al., 2006; Sahin et al., 2006), as well as other regions.
For a recent neuroanatomical meta-analysis of regular and irregular
inflection that specifically implicates left pars opercularis in regular
morphology in first language, see Ullman et al., (in preparation).

Second, as mentioned just above, neuroimaging studies of second
language, as well as of artificial grammar or artificial language learning
paradigms, have largely ignored morphology, instead focusing on other
aspects of grammar, including syntax. These studies relevant to
grammar learning have often implicated the left inferior frontal cortex,
including the pars opercularis (Musso et al., 2003; Opitz and Friederici,
2003; Newman-Norlund et al., 2006; Zaccarella and Friederici, 2015).
Studies of second language grammar and of artificial grammar learning
have also demonstrated involvement of the caudate nuclei, in particular
the caudate head (Ullman, 2015, 2016). For example, the caudate
nuclei have been implicated in the processing of grammatical (as
compared to non-grammatical) sequences in neuroimaging studies of
artificial grammar learning (Lieberman et al., 2004; Forkstam et al.,
2006). Both inferior frontal cortex and the basal ganglia (especially the
caudate head) have also been implicated in grammar in second
language in a neuroanatomical meta-analysis (Tagarelli et al., in
preparation).

1.3. The present study

The present event-related fMRI study used an artificial language to
examine the neurocognition of the learning and generalization of affixal
inflectional morphology over the course of acquisition, and how this
activity is affected by two factors: suffix type frequency and suffix
phonological predictability. In this artificial language, plural inflection,
the target inflection of the study, was formed by adding suffixes to
stems. Participants encountered five different suffixes during training.
These differed in affixal type frequency and were generally (but not
always) determinable by phonological cues embedded in the stems.

Based on the predictions of the DP model, we expected to find
activation for the learning and generalization of affixal morphology in
procedural memory as well as declarative memory brain structures. In
particular, caudate nucleus activation was expected, especially the
caudate head, while learning the affixal inflectional system (and thus
at early stages of acquisition), whereas activation of premotor and
related regions (e.g., pars opercularis and (pre-)SMA) was expected for
the processing of the regularities, especially in their generalization to
untrained forms. The processing of trained items was expected to
activate these regions to a lesser extent, instead perhaps relying on
declarative memory structures, such as pars triangularis (for the recall
of the stored information). In addition, medial temporal lobe structures
might be expected during the learning of these forms. Although
evidence from previous behavioral studies suggested a likelihood of
both affix type frequency and affix phonological predictability influen-
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cing the learning and generalization of affixal inflection, no specific
anatomical predictions were made for these factors due to the absence
of prior neurocognitive studies.

2. Methods

2.1. Participants

26 participants (15 women), ages 20–47 (mean 26.25 years, SD
6.09) were recruited for this study among university and college
students in Israel. Of these, 4 participants (3 women) could not be
scanned due to claustrophobia, and technical malfunctions prevented
the completion of data collection from 5 additional participants (2
women). Therefore, the results reported here are based on data from 17
participants (10 women). All participants were native Hebrew speakers
and spoke at least one other language (English) as an additional
language. All participants reported being right-handed, had no known
psychiatric, neurodevelopmental, or neurological disorders, and had
normal or corrected hearing and vision.

2.2. Materials

The trained items consisted of 48 nouns, which were aurally
presented in the context of the artificial language. All items consisted
of two syllables (always CVCVC) in their singular form (the stem).
Plural forms were always obtained by applying one of 5 possible (VC)
suffixes to the stem. The high-frequency suffix was applied to half of the
items (24 items), the medium frequency suffix was applied to one
quarter of the items (12), and three low-frequency suffixes were each
applied to one twelfth (4) of the items. Pairings of stems and suffixes
were generally determined by the stems' rimes; see Table 1. For
example, words ending with /oz/ took the high-frequency suffix (‘–
an’); thus the plural for 'tuvoz' was 'tuvozan'. However, some trained
items did not follow these rules. These “exception” words, which
contained “inconsistent rime cues”, rhymed with other words in the
trained item list, i.e., those that (generally) took a different suffix. For
example, the stem 'shalod', which received the high-frequency suffix ‘–

an’ rhymed with stems that received the medium-frequency suffix
(‘-esh’), such as 'napod' and 'resod'. This was done with the purpose of
introducing ambiguous cues into the lists, thereby affecting the
predictability of inflectional affixes given these cues. Participants were
not informed of any of the patterns underlying stem-suffix pairings.

The structure of this inflection system resembles inflectional
systems in natural languages in a number of respects. The existence

of multiple suffixes of varying frequencies is found in the plural
inflectional system of nouns in German (Laaha, 2011; Marcus et al.,
1995). Phonological cues at word-ending positions that predict inflec-
tional suffixes are also found in natural languages, including in the
plural inflection of nouns in both Hebrew (Berent et al., 1999; Ravid
et al., 2008) and German (Laaha, 2011). Importantly, however, the use
of an artificial language enabled full control over other properties, even
beyond the careful manipulation of affix type frequency and affix
predictability. Hence, the first three phonemes of each word (CVC)
were selected to ensure they would not provide any cue to the
inflection. Moreover, the stimuli were designed so that the grammatical
gender of the Hebrew translation of the noun would not provide any
cue to the inflection.

In addition to the 48 items that participants were trained on, they
were tested (at the end of the first and third sessions; see below) on the
production of plural forms of 36 untrained items that contained rime
cues. Different lists of 36 untrained items were presented in each of the
two tests. Of the 36 untrained words in each list, 12 contained rime-
cues that predicted the high-frequency suffix (i.e. they rhymed with
trained items whose stems contained consistent cues and took the
high-frequency suffix), 12 contained rime-cues that predicted the
medium-frequency suffix, and 12 contained rime-cues that predicted
the low-frequency suffix (see Supplementary Material for the lists of
untrained items).

2.3. Procedure

The experiment, which encompassed procedures both outside the
scanner and inside the scanner, took place over the course of three
sessions, one every 3–4 days (see Fig. 1). This time frame has been
shown in previous studies to be sufficient for consolidation and
lexicalization of newly learnt words (Davis et al., 2009).

2.3.1. Outside the scanner

2.3.1.1. Instruction block. The first session of the experiment began
with an instruction block (see Fig. 1), which exposed participants to all
of the trained items in both their singular and plural forms, together
with their meanings. Each of the 48 training items was presented once.
For the design of each trial in the instruction block, see Fig. 2a. Each
trial (corresponding to one item) began with the presentation of a
fixation cross. When the participant pressed the space bar the singular
form was presented aurally together with an image of a real object (e.g.,
an apple, pen, carrot) on the computer screen. Participants were

Table 1
List of trained items. Presented by suffix frequency (high, medium, low), and the predictability of each suffix given the cue in the stem.

High-frequency inflectional suffix Applied to 24
trained items Suffix: ‘-an’

Medium-frequency inflectional suffix
Applied to 12 trained items Suffix: ‘-esh’

Low-frequency inflectional suffixes Applied to 12 trained
items: 3 suffixes x 4 items each Suffixes: ‘-ev’, ‘-ak’, ‘-ur’

Items containing "consistent rime cues"
(predictability: 1.0)

Items containing "consistent rime cues"
(predictability: 0.8)

Items containing "consistent rime cues" (predictability:
1.0)

3 "families" of 6 items each: "families" of 4 items each: No two items’ stems rhyme with each other:
nifoz nishig tizul napod paniv koshun Suffix: ‘-ev’ dipem tegas sapor
tuvoz posig shuzul nezod tepiv rosun

resod lekiv ligun
kufozl bolig mupul moshod sibiv batun Suffix: ‘-ak’ lidek mikal nerud
laloz dedjig suful Suffix: ‘-ur’ getav nised rinit
refoz rekig tedjul
gishoz givig bikul

Items containing "inconsistent rime cues"
○ 3 items whose stems rhyme with stems that take the

medium frequency inflection (shalod, gukiv, gitun).
(predictability: 0.2)

○ 3 items whose stems rhyme with stems taking low
frequency inflections (kunus, gomil pakom).
(predictability: 0.5)

Items containing "inconsistent rime cues" (each stem rhymes
with one item taking the high-frequency suffix) (predictability:
0.5)
○ meshus (suffix: ‘-ev’)
○ shibil (suffix: ‘-ak’)
○ zufom (suffix: ‘-ur’)
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informed at the beginning of this instruction block that these were the
objects the items referred to. The images were included in order to
increase the resemblance of the artificial language to natural languages,
and because semantic information has been shown to be important for
the lexicalization of newly learned words (Leach and Samuel, 2007;
Merkx et al., 2011). The use of familiar objects (which correspond to
existing words in the participants’ first language) makes this artificial
language paradigm more similar to learning a second than a first
language. The singular form was followed by a visual cue consisting of
two asterisks (**) in the center of the screen for one second, indicating
that the plural form of the word would soon be presented. The plural
form was then presented aurally, followed by the presentation of a
question mark in the center of the screen, indicating that participants
were to repeat the plural form they had just heard. This cue remained
on the screen for a maximal duration of four seconds, or until a vocal
response was detected.

2.3.1.2. Trained-item tests. Trained-item tests requesting the
judgment of correctly and incorrectly inflected plural forms were
presented both before and after each series of training blocks (see
Fig. 1). Thus, there were two trained-item tests in each of the three
sessions. Each of the 48 trained items was tested once in each trained-
item test block. The design of the trials in the trained-item tests is
presented in Fig. 2b. In each trial an asterisk was first presented as a
visual cue for 500 ms, followed by an aural presentation of the singular
form of a trained item. No images were presented during this task. The
singular form was followed by a visual cue consisting of two asterisks
(**), which was presented for one second, followed by an aurally
presented plural form of the same word. In each trained-item test
block, half of the 48 plural forms presented were correct, and half were
incorrect. Incorrect inflections were created by adding one of the other

suffixes to the stem. Across the two trained-item test blocks within each
session (i.e., before and after each series of training blocks), each word
was presented once with a correct inflection and once with an incorrect
inflection. The order of the presentation of correct and incorrect
inflections was counterbalanced across participants. Across sessions
each participant was presented with all different incorrectly affixed
forms. The presentation of the plural form was followed by a question
mark in the center of the screen, indicating that a response was
required. Participants were instructed to press "1" if the plural form
was correct, and to press "2" if not. They were given 3 s to respond.

2.3.1.3. Training. In each of the three sessions, participants also
underwent training (Fig. 1), in which they practiced the production
of inflected forms on the 48 trained items. During training, each trial
(see Fig. 2c) began with the presentation of a fixation cross until the
space bar was pressed, followed by the aural presentation of the
singular form of a trained item together with a visual presentation an
image of the object the trained word referred to. As soon as the aural
presentation of the word was completed, a question mark was
displayed to prompt participants to pronounce the plural form of the
word they had just heard. Once recording of the response terminated,
or three seconds elapsed without a vocal response, the correct plural
form of the word was presented aurally, as feedback to the participant.
The training session consisted of five blocks, in each of which each
trained item was presented once. The order of items within each
training block was randomized.

2.3.2. Inside the scanner
In the 1st and 3rd sessions, event-related fMRI scans were

performed after the second trained-item test (see Fig. 1). During these
scans participants both repeated and inflected both trained and
untrained items. Trained and untrained items were presented in
separate runs. For both trained and untrained items, in each run trials
were divided into alternating “blocks” in which participants were
instructed to generate plural forms of words presented to them
(“inflection”), or to repeat the presented words (“repetition”). Each
such “block” consisted of 8 trials. Fig. 3 presents the design of trials in
these tasks. Each trial began with the presentation of a fixation point at
the center of the screen for 500 ms. A word was then presented aurally,
and an image of an object was presented on the screen for 1 s. Stimulus
presentation was followed by a 3–5 s interval (“covert phase”) during
which participants were instructed to think of either the correct
inflected form (in inflection blocks) or the singular form (in repetition
blocks) according to the color of the cues presented on the screen
(white for inflection blocks, red for repetition blocks). A question mark
was then presented on the screen for 2.5 s, at which point participants
had been asked to orally produce the same form they had thought of
during the “covert phase”. No feedback was provided. The trial
terminated with a 3–5 s interval (“inter-trial interval”, or ITI).
Durations of the covert phase and the ITI were jittered (3–5 s) so as
to enable independent estimation of the hemodynamic response to the
covert and oral response phases, while keeping trial durations as short
as possible (“rapid presentation”; e.g., Serences, 2004). Words were
presented in a randomized order.

In each of the two scanner sessions, participants were presented
with all 36 untrained items, as well as 36 of the 48 trained items (see
the Materials section). The 36 trained items comprised 12 items taking
the high-frequency suffix (only those with consistent rime cues), 12
taking the medium-frequency suffix (all of which have consistent rime
cues), and 12 taking the low-frequency suffixes (nine of which contain
consistent rime cues, three of which contain inconsistent rime cues).
Thus, all items taking medium- and low-frequency suffixes were
included. Of the items taking the high-frequency suffix, only items

Fig. 1. Overall design of the experiment. The instruction block, training blocks, and
trained-item tests were given outside the scanner. During the instruction block, given at
the beginning of Session 1, participants heard the singular and plural form of all to-be-
trained items, and repeated the plural form. During the training blocks (five per session)
participants produced inflected forms, given their stems, and then heard the correct
inflected form as feedback. The trained-item tests, given before and after training in each
session, consisted of correct/incorrect judgment of inflected forms. Inside the scanner,
participants both repeated and inflected both trained and untrained items.
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with consistent rime cues were included; items with inconsistent rime
cues taking the high-frequency suffix were therefore omitted, as were
two items of each rime family with consistent rime cues taking the
high-frequency suffix. The fact that high-frequency suffixed items with
inconsistent rime cues were not presented in the test should not have
biased the phonological predictability of affixes because, unlike during
training, no feedback was provided.

Similarly, the 36 untrained items included 12 words containing
rime-cues that predicted the high-frequency suffix (i.e. they rhymed
with the stems of trained items that contained consistent cues and took
the high-frequency suffix), 12 containing rime-cues that consistently
predicted the medium-frequency suffix, and 12 containing rime-cues
that consistently predicted the low-frequency suffix (see

Supplementary Material for the lists of untrained words).
For both the trained and untrained items each stem was presented

twice during inflection blocks, and twice during repetition blocks. Thus
altogether 144 trained and 144 untrained items were presented (72
inflection trials and 72 repetition trials), with a mean duration of 12 s
(range: 10–14 s). Trained and untrained items were each presented in
three 9:36 min runs.

2.4. MRI data acquisition

Images were acquired using a 3-Tesla GE Signa scanner, with an 8-
channel head coil. Head movement was minimized using a cushion
inserted between the head and the head coil. Auditory stimuli were

+

?

?

+

+

*

**

?

Fig. 2. Outside the scanner. Design of trials in (a) instruction block, (b) trained-item tests, (c) training.

 
Singular: 1s 

? 

Response: 2.5s 

* 

Fixation: 0.5s 

** 

ISI: 3-5s ITI: 3-5s 

Fig. 3. Inside the scanner. Design of trials for repetition and inflection. All cues appeared in white (as presented here) during inflection trials, and in red during repetition trials. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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presented through pneumatic earphones, and visual stimuli were
projected onto a screen, and viewed through a mirror attached to the
head coil. Participants’ responses were recorded using an optical
microphone (FOMRI-II- Optoacoustics, Mazor, Israel). The BOLD
functional images were acquired using the EPI method. The following
parameters were used for scanning: TE =35 ms, flip angle=90°, matrix
size=64×64, field of view=24 cm, slice thickness=3.2 mm,
gap=0.8 mm, number of slices=33, TR=2000 msec. 288 images were
acquired during each run. In addition, structural T1-weighted 3-D
images were acquired (SPGR, TR=7.948 msec, TE=3.036 msec, flip
angle=20°, matrix size=256×256, field of view=24 cm, slice thick-
ness=1 mm, number of slices=168) using an identical orientation as
the functional images.

2.5. Analyses

2.5.1. Behavioral
2.5.1.1. Trained items. The learning of affixal inflection in trained
items was examined on judgment data from the trained-item tests,
which were analyzed with two-way repeated measures ANOVAs. The
(within-subjects) factors were suffix frequency (high, medium or low)
and “test number”, an index taking values from 1 to 6 indicating the
point at which each of the six trained-item tests was administered (1:
1st session, before training; 2: 1st session, after training; 3: 2nd
session, before training, etc.). The dependent variables were accuracy
and reaction time. In all ANOVAs the Greenhouse–Geisser correction
was applied for sphericity values lower than 0.75 and the Huynh–Feldt
correction was applied for sphericity values greater than 0.75 (see
Field, 2005).

2.5.1.2. Untrained items and their reliance on phonological cues. In
order to examine whether participants had acquired knowledge of the
phonological cues embedded in the trained items, and the extent to
which behavioral performance and brain activation were related to this
knowledge, we determined the extent to which participants' actual
responses on untrained words matched the responses that would be
predicted based on these cues. For this purpose, we calculated the
predictability of each suffix given each rime cue, using the following
formula: Predictability(suffix, cue)=p(suffix|cue)=p(suffix∩cue)/p(cue)
=nsuffix∩cue/ncue; where nsuffix∩cue represents the number of items that
contain the cue and receive a specific suffix; and ncue represents the
total number of items that contain the cue. Thus, this is simply a
measure of how strongly a given suffix is predicted by the rime cue in
the trained stimuli. See Table 1 for the values of predictability thusly
computed. The list of trained items was designed so as to minimize
correlations between the factors of suffix phonological predictability
and suffix frequency.

The suffix with the highest predictability for a given cue is referred
to here as the “optimal” response. Participants' actual responses for
each untrained item were scored (1 or 0) according to whether they
matched the optimal response. In cases for which there was more than
one optimal response (i.e., two suffixes had the same highest predict-
ability) the score was divided in half. The total scores (across all items)
were summed for each participant in each session, and then divided by
the total number of trials in which participants were asked to inflect
untrained words, in order to compute proportions. The optimal
response score is very close to an accuracy measure (and in fact it is
identical to “accuracy” for items with rimes that provide unambiguous
cues). However, its advantage is in its applicability to items with rimes
that provided ambiguous cues (for which there was more than one
“correct" response, so optimality is defined by the suffix with the
highest predictability). Proportions of optimal responses thus com-
puted were entered into single-sample t-tests in order to determine

whether they were greater than 20%, which is the chance level expected
if suffixes were selected at random (100% divided by 5 suffixes). To
determine whether the reliance on phonological cues had increased
with training, the proportions of optimal responses in the 1st and 3rd
sessions were also compared, using a paired-samples t-test.

2.5.2. fMRI images
fMRI data were analyzed using the Statistical Parametric Mapping

toolbox for Matlab (SPM8: Wellcome Trust Center for Neuroimaging,
University College London, www.fil.ion.ucl.ac.uk/spm). The images
were spatially realigned to the first volume in each run. The average
maximal translation per run was 1.22 mm (range: 0.3–5.77), and the
average maximal rotation was 1.28° (range: 0.22–5.78). Images
containing a displacement of 4 mm or greater, or a rotation of 4° or
greater, were omitted from analyses. In total, 520 images (or 0.93% of
images acquired) were thus discarded. These discarded images were
taken during 9 different tasks/sessions, and acquired from 5 of the
participants. Sinc interpolation was used to minimize timing errors
between slices (Henson et al., 1999). The functional images were
coregistered with the anatomical image, and normalized to the
standard T1 template volume (MNI). The data were then smoothed
with a 5 mm isotropic Gaussian kernel. An event-related design was
used to estimate hemodynamic responses. A high-pass filter with a
cutoff period of 128 s was applied. Movement parameters calculated
during realignment were included as regressors. Hemodynamic
responses were modeled using 6 finite impulse responses (FIR), each
lasting 2 s, with onsets of 0–10 s after event onset.

Two types of models were specified at the first level analysis. The
first, referred to as the “global” model, was applied separately to the
trained and untrained items in each of the two scanning sessions. Thus,
a total of four such models were specified per participant. Each of these
models included five conditions at the first (participant) level: “covert
inflections”, “overt inflections”, “invalid inflections” (i.e., “invented”
suffixes and missing responses), “covert repetitions”, and “overt
repetitions”. These models were used for the whole-brain and ROI
analyses. At the second (group) level, analyses were based on the
comparison between activity in response to the covert production
inflected forms and activity for covert repetitions (excluding
items whose overt production included invalid suffixes). The covert
phase, which is the time (3–5 s) from the presentation of the
singular form until the cue prompting the production of the overt
response (i.e., either the inflected form or the repeated singular
form) is the period of interest to us here, since this is when participants
are assumed to process the stimuli and select the inflectional affix in
the inflected condition. We were not interested in the overt phase in
which the oral response is executed, which may contain speech
movement artifacts, and therefore did not analyze fMRI data from this
phase.

The second type of model (“frequency analysis”) was applied only to
correct responses for trained items in the 1st session, and was used to
identify effects of frequency on brain activity. Six conditions were
defined: “high-frequency covert inflections”, “medium-frequency covert
inflections”, “low-frequency covert inflections”, “overt inflections”,
“covert repetitions”, and “overt repetitions”. Here, as above, overt
responses (overt inflections and overt repetitions) were not of interest,
and were included in the model only in order to reduce errors in
estimations of activation related to covert processing; activation from
overt responses was therefore not included in group analyses. Data
from this model were used in ROI analyses. This model could not be
applied to data from untrained words because the number of trials in
which medium- and low-frequency suffixes were “optimally” applied
was insufficient. Additionally, there was no point in applying this model
to data from trained-item tests in the 3rd session, as data from the
global model indicated that activation during inflections in these tests
did not differ from baseline in most ROIs (see below).
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2.5.2.1. Whole-brain analysis. The whole brain analysis was designed
to reveal brain regions involved in covert affixal inflection (as compared
to covert repetition), over trained and untrained words, across both
sessions. To this end, contrast images in which “covert inflections” were
compared to “covert repetitions” in the first level (participant) analysis
were included in the second level (group) analysis. The group analysis
combined both trained and untrained items and both sessions, in a
“flexible factorial” design, resulting in four conditions: “trained items,
1st session”, “untrained items, 1st session”, “trained items, 3rd
session”, and “untrained items, 3rd session”. A map of all regions
showing significant activation across trained and untrained items and
across sessions in this model served as the basis for the identification of
regions of interest (ROIs).

2.5.2.2. ROI analyses. The ROI analyses were designed to reveal finer-
grained effects of brain activity during affixal inflection, related to
trained vs. untrained, 1st vs. 3rd session, affix frequency, and affix
phonological predictability. These analyses examined the network of
regions that were involved in covert inflections (compared to covert
repetitions), as determined by the whole-brain group analysis (see just
above). This approach avoids the danger of circularity between
selection and selective analyses (Kriegeskorte et al., 2009). This is
because the contrast used for the selection of ROIs (all inflections vs.
baseline) is orthogonal to the contrasts used for the selective analyses
in ROIs (trained vs. untrained or 1st vs. 3rd sessions), and all
conditions include an equal number of trials.

The statistical map obtained by comparing inflection with repetition
was assessed for cluster-wise significance, with a cluster-defining
threshold of uncorrected p=0.001. At this threshold the uncorrected
critical cluster size was 150 voxels. Changes in signal intensity during
covert inflections and covert repetitions in the first level models in
functionally defined masks were extracted using the Marseille Boîte À
Région d′Intérêt (MarsBaR, v.0.43- see Brett et al. (2002)) toolbox for
SPM. MarsBaR calculates "percent signal change" by comparing
activation during a condition of interest to average activation within
the same ROI throughout the session (http://marsbar.sourceforge.net/
faq.html). Data thus extracted were analyzed using IBM SPSS Statistics
software (v. 19). Differences in signal change (% signal change during
inflections –% signal change during repetitions) were calculated. These
were entered into repeated measures ANOVAs, one per cluster, with
session (1 vs. 3) and trained vs. untrained items as within-subject
variables. In all ANOVAs the Greenhouse–Geisser correction was
applied for sphericity values lower than 0.75 and the Huynh–Feldt
correction was applied for sphericity values greater than 0.75 (see
Field, 2005). Clusters exhibiting significant effects of trained/untrained
and/or session number were divided into regions of interest using
neuroanatomical masks from the Automated Anatomical Labeling atlas
(AAL), as done in Nevat et al. (2014). This was done in order to
differentiate among sub-regions within clusters, some of which were of
considerable volume and crossed different anatomical regions (see
Table 3). Only clusters with at least a 150 voxel overlap with the
functional mask were included.

In order to examine the extent to which brain activation during the
inflection of untrained items was related to knowledge of phonological
cues, we first identified ROIs that were more active during untrained
compared to trained items in the analysis described just above. We
then tested the correlation between percent signal change in these
regions during inflection (vs. repetition) of the untrained items and
proportions of “optimal” responses (see above), which serve as an
indicator of knowledge of phonological cues. We focused on the
activation during the inflection of untrained words because participants
do not have “word-specific” knowledge of these words, and therefore
only for untrained words a high proportion of optimal responses can

serve as an indication of reliance on phonological cues.
In order to examine effects of suffix frequency on brain activation

we first identified clusters that showed greater activation for inflections
compared to repetitions in trained items in the first session, based on
the “global” model above. We then extracted the magnitudes of signal
change in each of these regions for each affix frequency category (high,
medium, and low), as well as magnitudes of signal change during
repetition trials, from the “frequency analysis” model. Differences in
signal change were calculated and compared using one-way repeated-
measures ANOVAs (one for each cluster). Clusters exhibiting signifi-
cant effects of session were divided into smaller ROIs for further
analysis, as described above.

3. Results

3.1. Analyses of behavioral measures

3.1.1. Trained items
As described in the Methods, the effects of experience and affix

frequency on learning affixal inflection in the trained items was
examined with two-way 6 (test number: 1–6) by 3 (affix frequency:
high, medium, low) ANOVAs. These revealed, first of all, that partici-
pants' performance on both accuracy and reaction times improved with
experience (main effect of test number: F(3.07, 43.00)=43.58, p < 0.001,
and F(2.22, 31.01)=28.70, p < 0.001, for accuracy and reaction times
respectively). Additionally, participants judged items with high-fre-
quency affixes more accurately than those taking both medium- and
low-frequency affixes, which did not differ from each other (main effect
of frequency F(1.79, 25.07)=8.95, p < 0.01, followed by pairwise compar-
isons between levels of frequency, significant ps < 0.01). Reaction times
on the judgment task were slower overall for items with medium
frequency affixes than those with both the high- and low-frequency
inflections, which did not differ from each other (main effect of affix
frequency F(2,28)=10.24, p < 0.01, followed by pairwise comparisons,
significant ps < 0.01). See Table 2 and Fig. 4. No other effects were
significant.

3.1.2. Untrained items
As described above, participants’ reliance on phonological cues in

Table 2
Accuracy and reaction times (RT) for trained-item tests.

Test
Number

Affix
Frequency

Accuracy (%) RT (ms)

Mean Std. Deviation Mean Std. Deviation

1 High 69.72 8.25 779.97 266.13
Medium 69.44 16.86 851.06 234.65
Low 63.89 10.76 839.50 342.32

2 High 89.17 6.26 526.55 236.19
Medium 72.22 15.32 700.32 339.06
Low 78.89 12.55 568.13 246.79

3 High 84.56 9.52 453.70 168.28
Medium 71.08 18.89 553.92 206.33
Low 81.86 14.50 500.78 202.29

4 High 93.14 7.06 332.66 129.46
Medium 80.39 16.12 448.50 229.53
Low 88.24 13.20 356.42 151.82

5 High 94.36 4.15 412.78 143.33
Medium 83.82 14.27 418.44 234.69
Low 85.29 9.56 401.57 138.89

6 High 97.06 3.54 366.46 131.27
Medium 89.71 9.56 405.08 113.58
Low 92.65 11.37 343.55 179.09
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their selection of inflectional affixes for untrained items was measured
in terms of proportions of “optimal” responses (during overt produc-
tion in the scanner), where the term “optimal” refers to the selection of
the affix with the highest predictability, based on the relation between
phonological cues and affixes in the trained items. The proportions of
optimal responses were compared to chance levels (20%), separately
for the 1st and 3rd sessions, using single-sample t-tests. These

indicated that proportions of optimal responses for untrained items
were already produced above chance by the end of the 1st session
(t(16)=6.73, p < 0.001), and remained greater than chance at the end of
the 3rd session (t(16)=11.51, p < 0.001). Additionally, results of a paired
t-test showed that the proportions of optimal responses had increased
from the 1st to the 3rd session (t(16)=3.16, p < 0.01), indicating that
reliance on rime cues in the inflection of untrained items had increased
with training. Fig. 5 presents the proportions of optimal responses in
each of the sessions.

3.2. fMRI

3.2.1. Whole-brain analysis
Table 3 and Fig. 6 show the regions that were more active during

covert inflection than during covert repetition, across trained and
untrained items and both sessions (1st and 3rd), as obtained from
group analysis based on the “global” models. As described in the
Methods, we report only clusters equal to or greater than 150 voxels
(which correspond to a cluster level threshold of puncorrected=0.05, using
a cluster-defining threshold of puncorrected=0.001). This comparison
yielded activation in six significant clusters: medial frontal regions, left
inferior frontal regions, left occipito-parietal cortex, a cluster encom-
passing occipital cortex bilaterally, and both the left and right caudate
nuclei (caudate head in both cases). These clusters were then further
analyzed as regions of interest (ROIs). Each caudate nucleus was
analyzed separately.

3.2.2 ROI analyses

3.2.2.1. Effects of trained/untrained items and 1st/3rd
sessions. Differences between activation during covert inflection and
covert repetition, based on data extracted from the “global” models
described above, were entered into two-way ANOVAs, in separate
analyses for each of the six clusters identified in the whole-brain
analysis, in order to examine effects of trained vs. untrained items and
1st vs. 3rd session. A main effect of trained vs. untrained items, with
stronger activation for untrained items, was found in the medial frontal
(F(1,16)=7.19, p < 0.05) and left inferior frontal (F(1,16)=7.63, p < 0.05)
clusters. A main effect of session was also significant in the left inferior
frontal cluster (F(1,16)=5.88, p < 0.05), and was marginally significant
in the medial frontal cluster (F(1,16)=3.50, p=0.08), in both cases due to
a decrease in activation from the 1st session to the 3rd. There were no
trained/untrained item by 1st/3rd session interactions in these two
clusters, and no effects at all in the other four clusters.

In order to identify the specific anatomical regions within the
medial frontal and left inferior frontal clusters that showed untrained/
trained and session effects, separate analyses were carried out on ROIs
obtained from conjunctions between these two clusters in the global
analysis and neuroanatomical masks (see Methods). This resulted in
five ROIs, corresponding to (portions of) left precentral gyrus, left
inferior frontal gyrus pars opercularis, left inferior frontal gyrus pars
triangularis, medial frontal gyrus, and “pre-SMA” (the anterior part of
SMA).

Repeated measures ANOVAs with trained/untrained items and 1st/
3rd sessions as the within-subject factors yielded significant main
effects of trained/untrained, with greater activation for the untrained
items, in pre-SMA (F(1,14)=14.32, p < 0.01), medial frontal gyrus
(F(1,14)=5.97, p < 0.05), and left pars triangularis (F(1,14)=12.39, p <
0.01). Marginally significant effects, again with greater activation for
untrained than trained items, were also found in the left precentral
gyrus and left pars opercularis (F(1,14)=3.35, p =0.089 and F(1,14)=3.30,
p=0.091, respectively). See Fig. 7. Interestingly, effects of session were
not significant (or marginally significant) in any of the three ROIs
examined in the left inferior frontal cortex, despite the significant effect

Fig. 4. Learning curves for trained items in terms of a) accuracy and b) RT. The two
points in each session reflect performance in the trained-item tests (performed outside
the scanner) before and after training in that session. High, Medium, and Low refer
respectively to the high-, medium-, and low-frequency affixes.
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Fig. 5. "Optimal" responses by session. Error bars indicate limits of 95% confidence
intervals.
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of session at the level of the cluster. (Effects of session were not
examined in the two medial frontal ROIs since the effect of session was
only marginally significant at the cluster level; see above).

As discussed in the Introduction, we predicted the involvement of
the basal ganglia, in particular the caudate, especially the caudate head,
on the basis of the DP model and previous findings (e.g., Lieberman
et al., 2004; Forkstam et al., 2006). Indeed, as we have seen in the
global analyses, both the left and right caudate heads were significantly
active across trained and untrained items, and across both sessions. We

expected this activation to be stronger in earlier phases, due to the
apparent role of the basal ganglia in procedural learning rather than in
processing the eventually automatized procedures (see Introduction).
Thus, although no significant effects of session or trained/untrained
items were found in the caudate, these predictions led us to examine
activation in the left and right caudate head for inflection and
repetition (both vs. an implicit baseline) for trained and untrained
items in the 1st and 3rd sessions, each tested separately compared to 0,
using single-sample t-tests. The results indicated that both the left and

Table 3
Results from the whole-brain analysis: Regions of activation during inflection (compared to repetition), across trained and untrained items and both sessions. Clusters are ordered by
peak intensity (z scores). Regions with clusters significant at the threshold of pFWE < 0.05 (extent≥343) are displayed in bold (all but the right caudate head), as are the coordinates of
peaks significant at the threshold of pFWE < 0.05 at the voxel level (all but the peak of the left occipito-parietal cluster). BA: Brodmann's area. AAL: Automated Anatomical Labeling atlas.
SMA: supplementary motor area. NA: Not applicable. FWE: family-wise error correction.

Region BA Z Score Voxels Strongest Peak

x y z Location (AAL)

Bilateral occipital cortex (Lingual Gyrus/Calcarine Fissure/Inferior Occipital Gyrus/Middle
Occipital Gyrus/ Fusiform Gyrus/ Cerebellum)

17/18/
19

5.40 4586 29 −82 0 Fusiform gyrus

Left caudate nucleus (head) NA 4.93 343 −11 12 −2
Medial frontal cortex (SMA/ Medial Frontal Gyrus/Cingulate Gyrus) 6/32 4.86 666 −5 14 52 SMA
Right caudate nucleus (head) NA 4.68 153 12 14 −2
Left inferior frontal cortex (Inferior Frontal Gyrus/ Precentral Gyrus/Postcentral Gyrus) 44/45/6 4.61 1430 −42 6 32 Precentral gyrus
Left occipito-parietal cortex (Superior Occipital Gyrus/Middle Occipital Gyrus/Precuneus) 7/31 3.87 361 −20 −67 28 Superior occipital gyrus

Fig. 6. Activation during covert inflection as compared to covert repetition, across trained and untrained items in both sessions.
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right caudate nuclei were active only during inflection (not repetition)
for trained items (not untrained items) in the 1st session (not the 3rd
session): single-sample t-tests: t(14)=2.52, p < 0.05 and t(14)=2.22, p <

0.05 for left and right caudate nuclei, respectively. Fig. 8 presents the
left and right caudate only for inflection, for trained and untrained
items, for the two sessions.

3.2.2.2. Effects of affix phonological predictability. In order to
examine whether a reliance on phonological cues is associated with
brain activation during the affixation of untrained items, correlations
between proportions of “optimal” responses and activation in the ROI
analyses were calculated for untrained items (see Methods). Because
optimal responses are indicative of reliance on phonological cues
particularly for the inflection of untrained items (rather than for
trained items) these correlations were calculated only for regions that
were significantly more active for untrained than trained items (see
above): pre-SMA, medial frontal gyrus, and left pars triangularis. We
examined correlations between activation in these three regions in each
of the two sessions with the measures of optimal responses in each of
the two sessions, yielding a total of six correlations for each measure of
optimal responses (see Table 4).

Results indicated that activation in pre-SMA during the 1st session
correlated positively the proportion of optimal responses in the 1st
session (r=0.64, p < 0.05, corrected for six comparisons); see Table 4.
Proportions of optimal responses in the 1st session also correlated

Fig. 7. Activation for covert inflection (vs. repetition) in ROIs that showed a main effect (i.e., over both sessions) of greater activation for untrained than trained items. This was
significant (indicated by asterisks) for pre-SMA, medial frontal gyrus, and left pars triangularis, and marginally significant for left pars opercularis and left precentral gyrus (see text).
Activation for trained and untrained items are shown separately for each session in the bar graphs. The bars represent, from left to right: trained items, 1st session; trained items, 3rd
session; untrained items, 1st session; untrained items, 3rd session. Error bars indicate limits of 95% confidence interval.

Fig. 8. Activation during inflection (vs. an implicit baseline) in the left and right caudate
heads. In each case, the bars represent, from left to right: trained items, 1st session;
untrained items, 1st session; trained items, 3rd session; untrained items, 3rd session.
Error bars indicate limits of 95% confidence intervals.

Table 4
Correlations between activation for inflecting untrained words and “optimal” responses.

“Optimal” responses

Session 1 Session 3

pre-SMA Session 1 0.64* −0.15
Session 3 0.50 0.28

Medial frontal Session 1 0.49 −0.22
Session 3 0.53 0,14

Left triangularis Session 1 0.07 −0.62*

Session 3 −0.03 0.06

* p < 0.05, corrected for multiple comparisons.
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positively with activation in pre-SMA in the 3rd session, and with
medial frontal cortex in both sessions, though these results, which were
significant prior to correction for multiple comparisons, did not survive
correction (pre-SMA 3rd session: r=0.50, p=0.25 after correction;
medial frontal 1st session: r=0.49, p=0.27 after correction; medial
frontal 3rd session: r=0.53, p=0.16 after correction). In contrast,
activation in the left pars triangularis in the 1st session correlated
negatively with the proportion of optimal responses in the 3rd session
(Table 4, r=−0.62, p < 0.05, after correction for multiple comparisons).
That is, higher activation in the left pars triangularis in initial stages of
training predicted less reliance on phonological cues by the end of
training (i.e., those participants with more such activation in the first
session showed less reliance on phonological cues in the third session).
No other correlations were significant.

In order to test whether the findings in pre-SMA and left pars
triangularis were independent of each other, or whether they resulted
from a correlation between the two regions, we calculated the partial
correlation between activation in pre-SMA and proportions of optimal
responses in the 1st session, controlling for activation in left pars
triangularis in the same session. We also calculated the correlation
between activation in left pars triangularis in the 1st session and
proportions of optimal responses in the 3rd session, controlling for
activation in pre-SMA in the 1st session. These partial correlations
were no weaker, and actually slightly stronger (r=0.72 and r=−0.65,
respectively, ps < 0.01) than the original correlations, despite the fact
that activation in pre-SMA and left pars triangularis in the 1st session
were correlated with each other (r=0.54, p < 0.05).

3.2.2.3. Effects of affix type frequency. Analyses of the effects of affix
frequency on brain activation were based on the “frequency analysis”
models, as described in the Methods. As explained above (see
Methods), this analysis could only be carried out for trained items,
because inflections of untrained items yielded few optimal responses
with medium- and low-frequency suffixes in either session, yielding low
statistical power. Thus only on the trained items, we first identified
clusters showing greater activation for covert inflection compared
covert repetition, based on the “global” model, separately in each
session. In these analyses, five clusters (all but the occipito-parietal
cluster) showed above-threshold activation for trained items in the 1st
session (medial frontal: t(16)=2.53; left inferior frontal: t(16)=2.56;
occipital cortex: t(16)=2.59; left caudate: t(16)=2.61; right caudate:
t(16)=2.87; ps < 0.05), while no cluster showed above-threshold
activation in the 3rd session. We therefore performed further
analyses of the effect of frequency (low, medium, high) on activation,
on ROIs for each of the five clusters that showed significant activation
on trained items in the 1st session (see Methods).

Of these five clusters, a significant main effect of frequency was found
only in the left inferior frontal cluster (F(2,28)=5.21, p < 0.05), with
marginally significant effects in the medial frontal region (F(2,28)=3.22,
p=0.055), and the left caudate nucleus (F(1.87,26.16)=2.92, p=0.075). In
all three cases the lowest activation (see Fig. 9) was found for high-
frequency inflections (which showed significantly or marginally signifi-
cantly lower activation than medium-frequency inflections, as well as
low-frequency inflections in some cases; marginally significant differ-
ences are not shown in Fig. 9), whereas there were similar levels of
activation in medium- and low-frequency inflections. The cluster in left
inferior frontal regions was subsequently divided into three ROIs, as
described above (i.e., overlapping with pars triangularis, pars opercu-
laris, precentral gyrus). Significant effects of frequency were found in all
three ROIs (pars triangularis: F(2,28)=4.57, p < 0.05; pars opercularis:
F(2,28)=4.31, p < 0.05; precentral gyrus: F(2,28)=4.03, p < 0.05). Again, in
all three regions activation was lowest for high-frequency inflections, and
similar between medium- and low-frequency inflections (Fig. 9). In two
of the regions (precentral gyrus and pars triangularis) activation for low-

frequency inflections was also greater than activation for high-frequency
inflections.

4. Discussion

This study examined brain activation associated with the learning
and generalization of affixal inflectional morphology. Participants were
trained on plural inflectional suffixes of nouns in an artificial language,
in which the rimes of words provided probabilistic cues to their suffix.
The type frequency of the suffixes varied (i.e., some suffixes were
applied to more words than others), and were classified as high-,
medium- or low-frequency, according to the number of nouns that took
each suffix.

Behaviorally, our results revealed that performance on trained
items not only improved over the course of training but was also
modulated by affix frequency. In particular, trained items with high-
frequency affixes yielded the highest accuracy. Performance on un-
trained items indicated an increase in reliance on phonological cues
over the course of training, as indicated by an increase in “optimal”
responses.

The fMRI analyses revealed that the covert production of inflected
forms (compared to covert repetition), across trained and untrained
items in both sessions, yielded activation in six clusters: medial frontal
and left inferior frontal regions, the heads of the left and right caudate
nuclei, left occipito-parietal cortex, and an extensive cluster encom-
passing occipital cortex bilaterally. There was also a decrease in
activation between the first and third sessions, across trained and
untrained items, consistent with the observed improvements in per-
formance. The following sections discuss inflections of trained and
untrained words separately, as revealed in further analyses of each of
these regions.

4.1. Affixal inflection of untrained words

Participants showed greater activation during the inflection of
untrained than trained items, over both sessions, in the medial and
left inferior frontal clusters. Region of interest (ROI) analyses in
anatomically defined subregions of these clusters revealed greater
activation for untrained than trained items in all subregions. This
reached significance in the pre-SMA, medial frontal gyrus, and left
inferior frontal gyrus pars triangularis, and showed marginal signifi-
cance in the left inferior frontal gyrus pars opercularis and the left
precentral gyrus. Moreover, across participants, activation in pre-SMA
during the inflection of untrained items in the first session was
positively correlated with a measure of reliance on rime cues (propor-
tion of “optimal” responses) in this session. In contrast, activation in
the left pars triangularis in the first session negatively predicted
reliance on rime cues in the third session.

In contrast to trained items, inflected forms of untrained (new)
words could not have been simply stored as whole forms. Therefore,
greater activation in the medial and inferior frontal regions for
untrained compared to trained items suggests that these regions are
involved in processes underlying productive affixal morphology.
Previous studies have found these regions, including the pars oper-
cularis, precentral gyrus, pars triangularis, and (pre-)SMA, show
activation for grammar, in syntax and/or productive affixal (regular)
morphology, in first and/or second language (e.g., Ruschemeyer et al.,
2005; Wartenburger et al., 2003;Vannest et al., 2005; Heim et al.,
2005; Newman et al., 2001; Beretta et al., 2003; Tatsuno and Sakai,
2005; Desai et al., 2006; Sahin et al., 2006; Dhond et al., 2003; Tyler
et al., 2005; Oh et al., 2011; Friederici, 2011). The finding that syntax
as well as morphology has been found to lead to activation in these
regions bolsters the view that the underlying processes are composi-
tional. Moreover, the results are consistent with the claim of the DP
model that grammatical rule-governed composition, including in
productive affixal morphology, generally relies on the procedural
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memory system, in both first and second language – specifically on the
premotor and related regions that seem to be involved in processing
learned skills in this system, in particular BA 44 (pars opercularis) and
premotor cortex, including BA 6 in the precentral gyrus and (pre-)
SMA. The fact that the activation pattern held across both sessions
suggests that these neurocognitive processes can come into play quite
early in the process of learning affixal inflection, and that they apply
more to productively-computed (untrained) than already-learned
(trained) forms.

Interestingly, a functional distinction has been proposed between
different portions of inferior frontal cortex and nearby regions, with
pars opercularis and premotor regions posited to play important roles
in procedural memory-based compositional processes, while pars
triangularis may be more important in the recall of information from
declarative memory (Ullman, 2004, 2006, 2016). This distinction
suggests the possibility that posterior inferior frontal regions (i.e., pars
opercularis and precentral gyrus) and pars triangularis may reflect
different processes in the production of untrained inflected forms. On
this view, the posterior regions underlie their composition in proce-
dural memory, while pars triangularis subserves the recall of relevant
knowledge from declarative memory. For example, greater pars
triangularis activation for untrained than trained words may result
from the greater effort that may be required to recall information (e.g.,
attempting to explicitly retrieve possible rules and the contexts they
should be applied in) for novel forms, as compared to retrieving
already-learned words (Ullman, 2004, 2006, 2016).

The behavioral results concerning the role of phonological cues
suggest that producing new inflected forms relies to some extent on
such cues. The finding that participants rely on phonological regula-
rities in inflecting untrained words is consistent with findings from a
larger behavioral study that used several variations of the same
artificial language (Nevat et al., under review). In that study, as in
the present one, phonological cues contributed to participants' re-
sponses to untrained items. The current results are also consistent with
natural language studies that provide evidence for a reliance on
phonological similarity for affixal inflection in children (Laaha, 2011;
Marchman, 1997; Hartshorne and Ullman, 2006) and adults (e.g.,
Albright and Hayes, 2003), though it is debated whether such processes
are compositional or analogic (Marchman, 1997; Hartshorne and
Ullman, 2006; Albright and Hayes, 2003). The results of the present
study support a role for phonological cues in compositional processes,

since the same regions implicated in this study in inflecting novel forms
based on phonological cues are also involved more broadly in
compositional grammatical processes, including syntax (see above).

As we have seen, proportions of “optimal” responses in the first
session correlated positively with activation in pre-SMA in the same
session. Activation in pre-SMA has been reported during the proces-
sing of learned complex finger-tapping sequences (Lehéricy et al.,
2006). Pre-SMA is also implicated in the selection of “action sets”, i.e.,
responding to cues indicating changes in task requirements
(Rushworth et al., 2004), such as a change in the mapping of stimuli
to responses (Dove et al., 2000). It has been suggested that the
involvement of pre-SMA in the processing of complex sequences and
in the selection among conflicting responses are both related to the
complexity of condition-action associations (Nachev et al., 2008). The
fact that activity in pre-SMA was stronger among participants who
relied more on rime cues in the present experiment is consistent with
this view, as the selection of the optimal responses in the current study
involved complex condition-action associations (i.e., between the stem
and selection of the optimal affix). Moreover, the correlation suggests
that the compositional processes that appear to underlie the production
of untrained words, and that seem to rely on procedural memory,
depend at least partly on phonological regularities.

Activation in the left pars triangularis in the first session correlated
negatively with proportions of optimal responses in the third session.
The pars triangularis may play roles in the recall of information from
declarative memory (see above), as well as encoding such information
(Chein and Fiez, 2001), and the maintenance of information in
phonological working memory (Chein and Fiez, 2001; Nixon et al.,
2004). It is thus possible that the activation in this region in the present
experiment is related to the one or more of these functions: e.g., the
recall of information from declarative memory (see above), or perhaps
the maintenance of presented words in working memory till a response
(inflection) is formulated. The negative correlation between activation
in the left pars triangularis and proportions of optimal responses
suggests that a greater reliance on such processes early in learning
predicts less reliance at later stages on phonologically modulated
affixation which may depend on procedural memory. Indeed, this
interpretation is consistent with the view that learning in declarative
memory may inhibit learning in procedural memory (Poldrack and
Packard, 2003; Ullman, 2016).

Fig. 9. Activation during inflection (vs. repetition) for trained items in the 1st session, by suffix type frequency. Error bars indicate limits of 95% confidence intervals. IFG: inferior
frontal gyrus.
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4.2. Affixal inflection of trained words

As also summarized at the beginning of the Discussion, the
behavioral results revealed that performance on trained items im-
proved over the course of training. Additionally, affix type frequency
modulated accuracy and reaction times, with the highest accuracy
found on inflected forms taking the high-frequency inflection, and the
slowest response times observed on inflected forms taking the medium-
frequency inflection, with no speed-accuracy tradeoffs.

The imaging results revealed activation for inflecting trained words
(vs. repeating them) in medial frontal regions, left inferior frontal
regions, the left and right heads of the caudate nuclei, as well as
occipital cortex, but only in the first session. Indeed, activation in the
left and right caudate heads was found only for trained items, and only
in the first session, with no activation for untrained items. Additionally,
activation for trained items in the first session was modulated
significantly by suffix type frequency in left inferior frontal regions,
and marginally significantly in medial frontal cortex and the left head
of the caudate nucleus: these regions showed the least activation for
words inflected with the high-frequency suffix, with no activation
differences between words inflected with the medium- and low-
frequency suffixes.

As we have seen, activation in the caudate nuclei (left and right
caudate heads) was specific for the inflection of trained items, and was
evident only in the first session, a time at which participants were at
early stages of learning. This pattern of activation is consistent with
learning the regularities of affixation in procedural memory, as
predicted by the DP model. Consistent with this prediction, previous
studies have reported activation of the caudate nuclei bilaterally during
artificial grammar learning tasks (Lieberman et al., 2004; Forkstam
et al., 2006) and in non-native compared to native speakers in syntactic
processing (Ruschemeyer et al., 2005). Moreover, in non-linguistic
procedural learning tasks the caudate nuclei have been found to be
active during early stages of category learning (Poldrack et al., 2001;
Seger and Cincotta, 2005) and during the implicit learning of motor
and perceptual sequences (Doyon and Benali, 2005; Gheysen et al.,
2011). The caudate nuclei, in particular the caudate head bilaterally,
have also been implicated in specific language impairment, in which it
has been suggested that procedural memory impairments lead to the
grammatical deficits found in the disorder (Ullman and Pierpont, 2005;
Ullman et al., in preparation). Interestingly, previous studies have
reported both anatomical (Lehéricy et al., 2004) and functional (Kim
et al., 2010) connections between the caudate nuclei and pre-SMA,
which we have argued above is involved in procedural memory-based
compositional processes that depend on phonological cues. Overall, the
activation observed in the caudate nucleus thus seems to support the
learning of (phonologically cued) affix regularities in procedural
memory, which are processed in frontal regions, especially pre-SMA.

The behavioral results showing an effect of suffix type frequency are
consistent with our independent behavioral study of similar artificial
languages conducted on a larger sample of participants (Nevat et al.,
under review). In that study learners showed the highest accuracy for
those trained words that were inflected with the high-frequency suffix,
and the lowest accuracy and slower responses for trained words
inflected with the medium-frequency suffix. In the present study, the
high accuracy of trained words with high-frequency affixes is also
consistent with the lowest levels of activation (indeed, virtually no
activation in most cases) on these words in the regions listed above (left
inferior frontal, medial frontal, left caudate head). Note that as
discussed above, the finding that the left inferior and medial frontal
regions showed more activation for inflecting untrained than trained
words suggests that they may underlie the procedural memory-based
composition of these forms. Additionally, we have seen that the
activation of the caudate nuclei on trained words suggests the involve-
ment of these nuclei in learning affixal regularities in procedural
memory. Thus, the weak activation in the first session of trained items

with the high-frequency suffix in these regions (left inferior frontal,
medial frontal, left caudate head) may suggest that their inflection
relies less on procedural memory (in learning and composition) than
items inflected with medium and low frequency suffixes, perhaps
relying on storage instead. More generally, the weaker activation of
trained than untrained items in these regions suggests a lower
involvement of composition and increased storage for trained as
compared to untrained items. Indeed, the absence of any differences
in activation in these regions (or other regions) between trained
inflected forms and repeated forms in the third session suggests that
the two types of forms are processed similarly at this point, consistent
with the lack of composition and likely storage of these inflected forms.
Thus, not much over a dozen presentations of each inflected form
(across the instruction and training blocks) may be sufficient for them
to be stored to the point where their retrieval is more efficient than
composing them on-line (at least with the small set of stimuli used in
the current study). Interestingly, previous studies indicate that high
token frequency (high frequency of the inflected form) may contribute
to the storage of affixed inflected forms (e.g., Alegre and Gordon, 1999;
Dye et al., 2013; Prado and Ullman, 2009). The current results suggest
that even high affix type frequency (high frequency of the affix) seems
to increase the likelihood that inflected forms are stored, though the
mechanisms of such an effect remain unclear.

An intriguing set of findings related to effects of suffix type
frequency were the performance and brain activation patterns of
trained words receiving the medium-frequency suffix. Performance
on these words was slower, and accuracy was no higher, than on words
receiving the low-frequency suffix. Moreover, brain regions showing
effects of suffix frequency (left inferior frontal, medial frontal, left
caudate head) showed no differences in activation between words
receiving the medium- and low-frequency suffixes, despite the higher
frequency of the medium-frequency suffix (Fig. 9). Also, more robust
activation differences were found between items taking high- and
medium-frequency affixes than between those taking high-and low-
frequency affixes (Fig. 9). Overall, these results could be explained by
the somewhat lower predictability of the medium-frequency suffix as
compared to the (average) predictability of the low-frequency suffixes.
Thus, the results suggest the possibility that learning affixal inflection
(i.e., as examined in the trained items) may be modulated not only by
suffix frequency, but also by the predictability of the suffix given
phonological cues. Nevertheless, this possibility should be treated with
caution, especially because the differences in predictability between the
low- and medium-suffixes were quite small.

4.3. Limitations

Despite the advantages of using artificial languages in providing
control over the participants’ input and in their potential achievement
of high levels of performance, such paradigms also have limitations
regarding their ecological validity (see Introduction). In particular, in
the current study the relatively small number of words in the language
might have affected the likelihood of learning the phonological
regularities, and therefore could have affected the learning mechanisms
involved. Furthermore, participants' ability to learn the inflections in
the current study may have been affected by the pattern of inflections in
their native language. There is now considerable behavioral and neural
evidence suggesting that cross-language similarity can improve the
morpho-syntactic processing of a second language (Tolentino and
Tokowicz, 2011; Sabourin and Stowe, 2008; Gillon Dowens et al.,
2010; Renner, 2014). For the Hebrew native speakers in the present
study, learning the association of a phonological cue in word-end
position with a plural suffix may have been facilitated by the similar
properties of their first language (Berent et al., 1999; Ravid et al.,
2008). However, unlike the artificial language used here, Hebrew has
only two plural suffixes, and inflections are generally determined by the
grammatical gender of the singular form (though gender is associated
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with phonological cues- Berent et al., 1999; Ravid et al., 2008). Thus, as
in any study of learning an additional language, differences and
similarities between Hebrew and the artificial language could have
affected learning.

5. Conclusion

In a well-controlled artificial language paradigm, the current study
revealed neural substrates involved in the learning and generalization
of affixal inflectional morphology, and the roles of affix type frequency
and affix phonological predictability in the modulation of these
substrates.

The findings showed that medial and inferior frontal regions and
the caudate nuclei played important roles in these processes. In
particular, the pattern of findings suggests the importance of proce-
dural memory and its brain structures: the learning of affixal regula-
rities appears to involve the head of the caudate nucleus, bilaterally,
whereas, after learning, the compositional processing of these regula-
rities (as observed in the generalization of learned inflections to
untrained items) seems to depend on frontal regions involved in
procedural memory, including the pars opercularis, the precentral
gyrus, and pre-SMA. At least pre-SMA seems to underlie aspects of
composition that depend on phonological cues. Procedural memory
may play less of a role in the inflection of trained words, in particular
those with high-frequency suffixes, which instead might depend more
on declarative memory. Indeed, learning trained words in declarative
memory may inhibit the phonologically-modulated composition of
inflected forms by procedural memory, as evidenced by negative
correlations between activation in pars triangularis (involved in recall
in declarative memory) and composition modulated by phonological
cues.

Overall, the findings are consistent with the predictions of the
declarative/procedural model, and further specify the model.
Specifically, the results reveal roles for both affix type frequency and
affix phonological predictability in modulating the involvement of the
memory systems in learning and generalization. Noteworthy, however,
is the fact that we did not find activation in medial temporal structures,
whose involvement is expected by the model in learning new informa-
tion in declarative memory. The observed pattern may be explained by
the fact that participants were scanned for the first time only at the end
of the first day, after a fair amount of training, since previous findings
suggest that activation in these structures may occur only in very early
stages of learning (Breitenstein et al., 2005; Davis and Gaskell, 2009).

In conclusion, the present study elucidates the neurocognitive bases
of the acquisition and generalization of affixal inflectional morphology.
Given the role of affixal morphology as a model for grammar learning,
the study may potentially inform our understanding of grammar
learning in language more generally.
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